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Abstract 
 

There is both local and global need for high-quality trained system programmers with the 
ability to learn in a short period of time and stay current with the recent advances and 
tools available in the cyber infrastructure. Computing programs can help to meet this 
demand by redesigning their operating systems courses and allowing more students to 
succeed at the entry level. Authors have developed a VMware based operating systems 
course to enhance the computing curriculum. Students download tools available in cyber 
infrastructure to install and use several virtual operating systems and make changes to 
internals. Both the public and private sectors will benefit with the greater number of 
highly-skilled trained system programmers. To assess and evaluate the changes made 
authors distributed the course modules among our students. This paper describes authors’ 
experience in developing the project based active operating systems learning 
environment. 
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1 Introduction 

We identified many deficiencies in teaching a traditional lecture based operating systems 
class and the importance of transforming the course into a project based learning 
environment. The lecture based environment is relatively passive.  An effective OS class 
could provide links to connect other courses such as computer architecture, digital design, 
distributed systems, security, networking, parallel computing in the curriculum, and 
importantly the needs of industry. Successful application of active learning with rapidly 
changing tools available in the cyber infrastructure in the learning process is a way to 
remove the deficiencies. The objectives of this course are to introduce operating systems 
fundamentals using VMWARE, provide the ability to design algorithms to solve 
operating systems problems, implement those, test and document programs. Student 
outcomes at the end of the course are shown below: 
 

1. Install two or more operating systems  
2. Write programs that interact with the operating system through the use of system 

calls 
3. Write communication and synchronization programs  
4. Knowledge of tools such as make to support code generation 
5. Develop an understanding of the challenges in modifying and building very large 

scale system of programs  
6. Design and implement applications that apply two or more scheduling algorithms. 
7. Communicate both technical and non-technical aspects of students’ work in 

formal and informal settings. 
 
First section of this paper discusses theoretical background of Linux Kernel, system calls, 
openSUSE operating system and the VMware player. Second section shows how to 
compile the Linux kernel, step by step. It explores several aspects of Linux kernel 
compilation. It shows in detail with the aids of screen shots of actual processes how to 
compile the latest available Linux kernel on openSUSE v12.3 operating system which is 
run on top of the VMware player. Finally it will discuss difficulties encountered during the 
process, brief conclusion and future works. 
 
1.1 Linux kernel 

The Linux kernel is the operating system kernel used by the Linux family. It is a 
prominent example of free and open source software [1]. The Linux kernel is released 
under the GNU General Public License version 2 (GPLv2) (plus some firmware images 
with various non-free licenses), and is developed by contributors worldwide. Day-to-day 
development discussions take place on the Linux kernel mailing list [1]. The Linux kernel 
was initially conceived and created in 1991 by Linus Torvalds. Linux rapidly 
accumulated developers and users who adapted code from other free software projects for 
use with the new operating system. The Linux kernel has received contributions from 
thousands of programmers. All Linux distributions released have been based upon the 
Linux kernel [1]. 
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Linux is a monolithic kernel. Device drivers and kernel extensions run in kernel space 
(ring 0 in many CPU architectures), with full access to the hardware, although some 
exceptions run in user space, for example file systems based on FUSE. The graphics 
system most people use with Linux doesn't run in the kernel, in contrast to that found in 
Microsoft Windows. Unlike standard monolithic kernels, device drivers are easily 
configured as modules, and loaded or unloaded while running the system. Also unlike 
standard monolithic kernels, device drivers can be pre-empted under certain conditions. 
This latter feature was added to handle hardware interrupts correctly, and to improve 
support for symmetric multiprocessing [1]. 

The hardware is also incorporated into the file hierarchy. Device drivers interface to user 
applications via an entry in the /dev and/or /sys directories. Process information as well is 
mapped to the file system through the /proc directory [1]. 

1.2 System Call 

A system call requests a service from an operating system's kernel. This may include 
hardware related services (e.g. accessing the hard disk), creating and executing new 
processes, and communicating with integral kernel services (like scheduling). System call 
provides an essential interface between a process and the operating system [2]. 

The design of the microprocessor architecture practically on all modern systems (except 
some embedded systems) involves a security model (such as the rings model) which 
specifies multiple privilege levels under which software may be executed; for instance, a 
program is usually limited to its own address space so that it cannot access or modify 
other running programs or the operating system itself, and a program is usually prevented 
from directly manipulating hardware devices (e.g. the frame buffer or network devices) 
[2]. 

However, many normal applications obviously need access to these components, so 
system calls are made available by the operating system to provide well-defined, safe 
implementations for such operations. The operating system executes at the highest level 
of privilege, and allows applications to request services via system calls, which are often 
executed via interrupts; an interrupt automatically puts the CPU into some required 
privilege level, and then passes control to the kernel, which determines whether the 
calling program should be granted the requested service. If the service is granted, the 
kernel executes a specific set of instructions over which the calling program has no direct 
control, returns the privilege level to that of the calling program, and then returns control 
to the calling program [2]. 

1.3 openSUSE operating system 

openSUSE is a general purpose operating system built on top of the Linux kernel, 
developed by the community-supported openSUSE Project and sponsored by SUSE and a 
number of other companies. After Novell acquired SUSE Linux in January 2004, Novell 
decided to release the SUSE Linux Professional product as a 100% open source project. 

In 2011 The Attachmate Group acquired Novell and split Novell and SUSE into two 
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autonomous subsidiary companies. SUSE offers products and services around SUSE 
Linux Enterprise their commercial offering that is based on openSUSE Linux [3]. The 
initial release of the community project was a beta version of SUSE Linux 10.0, and as of 
March 13, 2013 the current stable release is openSUSE 12.3 [3]. 

1.4 VMware Player 

VMware Player is a virtualization software package supplied free of charge by VMware 
Inc., a company which was formerly a division of and whose majority shareholder 
remains EMC Corporation. VMware Player can run existing virtual appliances and create 
its own virtual machines (which require an operating system to be installed to be 
functional). It uses the same virtualization core as VMware Workstation, a similar 
program with more features, but not free of charge. VMware Player is available for 
personal non-commercial use, or for distribution or other use by written agreement. No 
support is provided by VMWare, but there is an active community website for discussing 
and resolving issues [4]. 

VMware claims the Player offers better graphics, faster performance, and tighter 
integration for running Windows XP under Windows Vista or Windows 7 than 
Microsoft's Windows XP Mode running on Windows Virtual PC, which is free of charge 
for all purposes [4]. 

Versions earlier than 3 of VMware Player were unable to create virtual machines (VMs), 
which had to be created by an application with the capability, or created manually by 
statements stored in a text file with extension ".vmx"; later versions can create VMs. The 
features of Workstation not available in Player are "developer-centric features such as 
Teams, multiple Snapshots and Clones, and Virtual Rights Management features for end-
point security", and support by VMWare. Player allows a complete virtual machine to be 
copied at any time by copying a directory; while not a fully featured snapshot facility, 
this allows a copy of a machine in a particular state to be stored, and reverted to later if 
desired [4]. 

VMware Player is also supplied with the VMware Workstation distribution, for use in 
installations where not all client users are licensed to use the full VMware Workstation. 
In an environment where some machines without VMware Workstation licences run 
VMWare Player, a virtual machine created by Workstation can be distributed to 
computers running Player without paying for additional Workstation licenses if not used 
commercially [4]. 

2 Compilation of the Linux Kernel 

openSUSE is not Linux, it is a distribution based on the Linux kernel. The Linux kernel is 
a complex program which provides the underlying services to the rest of a Linux 
distribution. But it is easy to add new features or improvements to it as, unlike 
commercial operating systems like Windows or MacOS, the source code is freely 
available. It is common practice with a Linux based operating system to recompile the 



4 
 

kernel from source and much effort has been put into making this a relatively user-
friendly experience [5]. 
 
There are three reasons for a recompile. Firstly, you may have some hardware that is so 
new that there's no kernel module for it in on your distribution. Secondly, you may have 
come across some kind of bug which is fixed in a revision of the operating system. 
Lastly, you may have some new software which requires a newer version of the operating 
system [5]. 
 
2.1 Download and install the VMware player 

Once you are done with the installation you can download openSUSE v12.3 image and 
load it into your VMware player by using “Open Virtual Machine” link, see Figure 1. 
 

 
Figure 1: VMware player installed and ready to use with openSUSE v12.3 O/S 

 
2.2 Boot the openSUSE O/S on top of VMware Player  
 
Before booting the O/S if you want you can change the current selected virtual machine 
settings by using “Edit virtual machine settings” link, see Figure 2. 
 

 
Figure 2: Select O/S on VMware player and boot the openSUSE v12.3 O/S 
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2.3 Check the current Linux kernel version after booting the O/S 
 
Check your current working directory (user@linux-555l:~>). In order to install new 
kernel and access some root privileges you need to have super user rights. To obtain 
super user rights use “su” command followed by password, see Figure 3.   
 
“uname” (short for unix name) is a software program in Unix and Unix-like computer 
operating systems that prints the name, version and other details about the current 
machine and the operating system running on it [6]. 
 

 
Figure 3: Current Linux Kernel version and more details after booting the O/S 

 
2.4 Download the latest available kernel and unzip it 
 
Check your current working directory (linux-555l:/home/user#). Change the directory to 
/home and crate new directory “src” using “mkdir” command, inside /home directory. 
Change the current directory to linux-555l://home/src#. Using “wget” command 
downloads the latest available kernel to “src” directory; see Figure 4 and Figure 5. 
 

 
Figure 4: Download the latest available kernel 
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Unzip the kernel and change the current working directory to “linux-3.9.9”, see Figure 5. 
 

 
Figure 5: Unzip the latest available kernel 

 
2.5 Install some prerequisites in order to compile the kernel   
 
Install “Make”, “GCC” and “ncurses-devel” tools using “zypper install” command, see 
Figure 6. 
 
In software development, Make is a utility that automatically builds executable programs 
and libraries from source code by reading files called makefiles which specify how to 
derive the target program. Though integrated development environments and language-
specific compiler features can also be used to manage a build process, Make remains 
widely used, especially in UNIX [7]. 

The GNU Compiler Collection (GCC) is a compiler system produced by the GNU 
Project supporting various programming languages. GCC is a key component of the 
GNU tool chain. The Free Software Foundation (FSF) distributes GCC under the GNU 
General Public License (GNU GPL). GCC has played an important role in the growth of 
free software, as both a tool and an example [8]. 

 
Figure 6: Installation of “make” and “gcc” 
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2.6 Generate proper cleanup  
 
Run "make mrproper" to make sure you have no stale .o files and dependencies lying 
around. This will also delete ".config" file that has the current kernel configuration 
options. If you want to keep the current configuration, one hack is to rename ".config" 
before runing "make mrproper" and rename the configuration file back to ".config". Here 
I do not want to backup current configuration file and I am going to create a new 
configuration file using “make menuconfig” command, see Figure 7. 
 

 
Figure 7: Generate proper cleanup and starting menu configuration  

 
 
2.7 Configure the kernel   
 
Run "make menuconfig" to configure the basic kernel. Do not skip this step even if you 
are only upgrading one minor version. If you do not want to change the current fossil 
client default kernel configuration, just "save" and "exit", see Figure 8.  
 
“make menuconfig” is one of five similar tools that can configure the Linux kernel 
source, a necessary early step needed to compile the source code. make menuconfig, with 
a menu-driven user-interface, allows the user to choose the features of the Linux kernel 
(and other options) that will be compiled. It is normally invoked using the command 
make menuconfig, menuconfig is a target in the Linux kernel Makefile [10]. 
 

 
Figure 8: Menu configuration  
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2.8 Build the kernel   
 

To build the kernel run “make bzImage” command and it will take about 45 minutes, see 
Figure 9. 
 

 
Figure 9: Building the Linux kernel  

 
2.9 Build the kernel modules   
 
To build the kernel modules run “make modules” command and it will take about 2 
hours, see Figure 10. 
 

 
Figure 10: Building the Linux kernel modules 

 
2.10 Install the kernel and kernel modules 
 
To install the kernel run “make install” command and it will take about 15 minutes. To 
install kernel modules run “make modules_install” command and it will take about 1 
hour, see Figure 11. 
 

 
Figure 11: Install the kernel and Install kernel modules 
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2.11 Copy the kernel and the system map and create initial RAMDisk  

In Linux, the System.map file is a symbol table used by the kernel. A symbol table is a 
look-up between symbol names and their addresses in memory. A symbol name may be 
the name of a variable or the name of a function. The System.map is required when the 
address of a symbol name, or the symbol name of an address, is needed. It is especially 
useful for debugging “kernel panics” and “kernel oopses”. The kernel does the address-
to-name translation itself when CONFIG_KALLSYMS is enabled so that tools like 
ksymoops are not required [12]. 

In computing, “initrd” (initial ramdisk) is a scheme for loading a temporary root file 
system into memory in the boot process of the Linux kernel. initrd and initramfs refer to 
two different methods of achieving this. Both are commonly used to make preparations 
before the real root file system can be mounted [13]. 

After installing Linux kernel and kernel modules, copy new kernel and system map as 
follows, see Figure 12. 

• cp System.map /boot/System.map-3.9.9-1.1-default  
• ln -s /boot/ System.map-3.9.9-1.1-default /boot/System.map  

After that create initial RAMDisk as follows, see Figure 12. 
• cat arch /i386/boot/bzImage> /boot/vmlinuz-3.9.9-1.1-default  
• mkinitrd –k vmlinuz-3.9.9-1.1-default –i initrd-3.9.9-1.1-default 

 

 
Figure 12: Copy the kernel and the system map and create initial RAMDisk 
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2.12 Edit the GRUB  

GNU GRUB (GNU GRand Unified Bootloader) is a boot loader package from the GNU 
Project. GRUB is the reference implementation of the Free Software Foundation's 
Multiboot Specification, which provides a user the choice to boot one of multiple 
operating systems installed on a computer or select a specific kernel configuration 
available on a particular operating system's partitions [14]. 

GNU GRUB was developed from a package called the Grand Unified Bootloader (a play 
on Grand Unified Theory). It is predominantly used for Unix-like systems. The GNU 
operating system uses GNU GRUB as its boot loader, as do most Linux distributions. The 
Solaris operating system has used GRUB as its boot loader on x86 systems, starting with 
the Solaris 10 1/06 release [14]. 

In order to edit the GRUB use “vi /boot/grub2/grub.cfg” command and change the 
current O/S name to “CSCI-681: TP openSUSE 12.3” and make other required changes 
and save the file, see Figure 13. 
 

 
Figure 13: Edit the GNU GRUB 
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2.13 Reboot the O/S  
 
After configuring the GRUB restart the O/S to apply all new modifications to the kernel. 
Now the kernel compilation and installation are done. This concludes this section. Figure 
14 shows Current Linux Kernel version while booting the O/S and Figure 15 shows 
Current Linux Kernel version and more details after booting the O/S. 
 
 

 
Figure 14: Current Linux Kernel version while booting the O/S. 

 

 
Figure 15: Current Linux Kernel version and more details after booting the O/S 
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3 Discussions 

This section presents issues encountered during the process of kernel compilation. When 
the technology is being updated, all the tools that we used here also are being updated. 
For example couple of years back in February 2012 we did the same experiment with 
VMware version 4, openSUSE 11.2 and Linux kernel 3.2.5. For this experiment we used 
VMware version 6, openSUSE 12.3 and Linux kernel 3.9.9. Within two year time period 
most of the things were updated and changed specially in the Linux kernel. For example 
previously GRUB configuration file is located at “/boot/grub/menu.lst” as menu.list, but 
now it is located at “/boot/grub2/grub.cfg” as grub.cfg. Also user interfaces of VMware 
and openSUSE are changed up to some certain point. 

When compiling the kernel we came across few issues. Some of the programs that are 
required to execute some commands were not installed in openSUSE kernel. Particularly 
commands such as “make mrproper” and “make menuconfig” needed “make” and “gcc” 
programs (tools). Here we installed those tools manually using “zipper install” command 
as described in step 2.5. 
 
Since we knew everything regarding Linux kernel compilation before start the 
experiment, this entire process took approximately 4 hours with Intel core i5 processor 
and 4 GB of RAM in hosted operating system. Also for the virtual O/S (openSUSE) we 
allocated 2 GB of RAM. To build the kernel it took about 45 minutes and to build the 
kernel modules it took about 2 hours. All the other steps took about 1 hour. 
 

4 Conclusions 

This virtual environment will help students to do so many trials before going to 
implement those in actual systems without doing any harm to current hosted operating 
system. Once students are perfectly sure with what they are doing, they can go to the real 
implementation without having any trouble. 

Also if there is a major or minor improvement applied to current kernel and released it as 
new kernel version, you only have to download it from “www.kernel.org” then compile 
and install it by using this environment and above procedure. 

This paper only discussed usage of VMware and Linux kernel compilation. We have 
developed several other experiments for “System Calls”, “Kernel Modules and Proc 
Files”, “Processes”, “Scheduling” and “Synchronization” with the aids of screen shots for 
each and every step. We will plan to publish those experiments in the near future.  

Here we have used free and open source tools for all the experiments. So if a particular 
organization or university would like to follow this learning environment for their 
experiments, this will be cost effective. 

In the future we are planning to repeat these experiments with latest versions of VMware, 
openSUSE and Linux kernel once a year time intervals with all the steps illustrated above 
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and publish a paper for each experiment. Also plan to extend these experiments with 
different Linux distributions such as Ubuntu, Fedora, Debian and so on.  

From our initial planning input, we took actions to transform the course to a project based 
one and then collected results. Feedback from the action stage and results are used to 
improve the plan. We continuously improved the quality of instruction and actions while 
using the feedback received from the students, and took action to transform the course 
suitable for e-learning and for more planning.  A course with the features outlined above 
could help our students develop design skills in several different languages before their 
graduation. 

Also it is good to do performance analysis by doing the same experiment with different 
processors with different RAMs and measure the time taken to compile kernel and kernel 
module. So that we can come up with a solution: which kernel is suitable for which 
processor. 
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