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Abstract 
 

Machine learning is a method of data analysis that automates analytical model building. 
We are interested in exploring machine learning algorithms to study past sales data in 
order to make future sales predications for Fastenal Company. 
 
Fastenal Company is the largest fastener distributor in North America. It has over 2,600 
branches throughout the US, Canada, Mexico and Europe along with 13 distribution 
centers. Optimizing the inventory in the distribution centers and branches will certainly 
reduce shipping and storage costs for the company. In order to do so, we are using 
Fastenal’s product consumption table from the period of 2013 to 2016 to predict product 
sales in the future as a starting point. In our approach, we used Linear Regression, 
Autoregressive Integrated Moving Average (ARIMA) and Long Short Term Memory 
(LSTM) to forecast product sales in the selected branch or distribution center. To 
evaluate the forecast result, we used the Coefficient of Determination (R2  for short), and 
Root Mean Squared Error (RMSE) to measure the accuracy of our model.  
 
The contribution of this research work is that we define a process flow to use the three 
models in practice. We ran the data through a Linear Regression model first. Based on 
the model accuracy measurement, we either accept the forecast result or pass the bad fit 
data into the ARIMA model. Similarly, we then either accept the ARIMA model result or 
pass the bad fit data to the LSTM model. This process is proposed due to the limitation of 
computation power. The size of the consumption table is over 146 millions lines, and the 
three models have different processing times. The Linear Regression is the fastest, and 
the LSTM is the slowest.  
 
The future work of this research includes improving model accuracy and plan inventory 
redistribution based on the forecasted sales, taking into consideration the shipping 
distance and the cost. 



1 
 

1 Introduction 

Fastenal Company is an American company based in Winona, Minnesota. Through 
distributing goods used by other businesses, it is the largest fastener distributor in North 
America. It has over 2,600 branches throughout the US, Canada, Mexico and Europe 
along with 13 distribution centers. These regional distribution centers distribute products 
to either wholesale customers or branches. Currently some branches have a surplus of 
items while other do not have enough. Optimizing the inventory in the distribution 
centers and branches will certainly increase the sales and reduce shipping and storage 
costs for the company. Fastenal Company hopes to automate the distribution center 
manager’s manual sales predication work and to improve the accuracy of sales 
predication results. Hence, we propose using machine learning to automate this work.  

Machine learning is a field of computer science that gives computer systems the ability to 
"learn" with data, without being explicitly programmed [1]. In this project, we are 
interested in exploring machine learning algorithms to study past sales data in order to 
make sales predications for Fastenal Company. We have been given Fastenal’s product 
consumption table from the period of 2013 to 2016.	We used the Linear Regression, 
Autoregressive Integrated Moving Average (ARIMA) and Long Short Term Memory 
(LSTM) to forecast product sales in the selected branch or distribution center. To 
evaluate the forecast result, we are using Coefficient of Determination (R2 for short), and 
Root Mean Squared Error (RMSE) to measure the accuracy of our model.  

We developed a web-based application for sales predications. The manager can select a 
regional distribution center, select a branch that belongs to that distribution center, then 
select a particular item and choose one of the three machine learning algorithms to 
forecast sales.  The application can also display the predication data from all three 
algorithms and the two accuracy evaluations. 

This web-based application uses Python as the programming language, Django 
framework and MySQL database in the backend. 

 

2 Machine Learning Algorithms 

In this section, we briefly introduce three machine learning algorithms used in our 
project. 

 

2.1 Linear Regression 

Linear Regression is a mathematical model that allow us to draw a straight line from the 
given dataset, and predict the future based on the extrapolation of the line. A linear 
regression line has the equation of the form Y = a + bX, where X is the explanatory 
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variable and Y is the dependent variable. The slope of the line is b, and a is the intercept 
(the value of y when x = 0). In our project, we use every month as the explanatory 
variable, and the monthly sale’s quantity of each item as the dependent variable. Based 
on Fastenal’s four year consumption table, we generated a linear regression model for 
each item. Following the line, we are able to predict the sales for the future months. 
However, following the straight line, the forecasted sale will be either increased or 
decreased value. The linear regression model cannot reflect the factor of seasonal 
changes for the product demand. 
 

2.2 Autoregressive Integrated Moving Average (ARIMA) 

Fastenal’s four consumption table is the sales data for every item per month. Hence time 
plays a very important role in the given data set. In order to explore seasonal changes for 
the sale’s quantity, we considered applying time series models. A time series is a series of 
data points indexed in time order. Most commonly, a time series is a sequence taken at 
successive equally spaced points in time [2]. By analyzing time series data, we can 
extract meaningful statistics and other characteristics. It focuses on comparing values of a 
single time series or multiple dependent time series at different points in time. The first 
model we used in this project is ARIMA, an acronym that stands for autoregressive 
integrated moving average.  

 

2.3 Long Short Term Memory (LSTM) 

In our project, LSTM is the second time series model. The LSTM means long short-term 
memory. A powerful type of neural network designed to handle sequence dependence is 
called recurrent neural networks (RNN for short) [3]. The LSTM model is a type of 
RNN, which can have the ability to handle non-linear time series prediction problems by 
feed-forward networks using fixed size time windows. Comparing to ARIMA, the 
promise of LSTM is that the temporal dependence in the input data can be learned. We 
used the LSTM model to learn the trend and the seasonal changes of a given data set 
more accurately. 

 
3 Predication Results 

The data tables given by Fastenal are “.csv” file format. The size of the 4 YEAR 
CONSUMPTION table is over 9 GB with over 146 million lines in the table. Because the 
computing limitation, we choose the smallest distribution center that has nine branches 
for this project. There are a total of 108, 535 items. Figure 1 is the screen shot of our 
web-based application. Please note, the consumption table is encrypted, hence the 
distribution center, branch and items are non meaningful strings in the figure. 
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Figure 1 The Screen Shot of the Web-based Sales Predication Application 

 

The user can select any of the three machine learning algorithms to predict the future 
sales. Figure 2 is the screen shot of the Linear Regression prediction results.  

 

 

Figure 2 Linear Regression Sale’s Predication Results 
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The 4-year consumption table has the sales data for 48 months. We chose data from 44 
months as the training data, to predict the sales for the next four months. The actual data 
of the last four months was used to measure the accuracy of the prediction. To evaluate 
the forecast result, we are using the Coefficient of Determination (R2 for short), and the 
Root Mean Squared Error (RMSE) to measure the accuracy of our model.  

R2 is a measure of the residual error in the model. We can use this as a measure of how 

good the model fits the historic data set. R2 takes on values from (x, 1], with 1 meaning 
that the model is a perfect fit to the dataset, where x can be negative values. When fitting 

non-linear functions to the data, R2 maybe negative. 

RMSE is used to compare forecasting errors of different models for a particular data. The 
smaller of the value, the better the model. We used RMSE to measure which machine 
learning algorithm  is better for a particular item.  

Of the 108,535 items, approximately 30,000 items have R2 values close to 1; the rest 
70,000 items have R2 values close to 0.1 because there are many zero sales and the data 
is unpredictable.  We define the data is predictable in our project whenever R2 greater 
than 0.8. However we still use Linear Regression because it is very efficient. This 
algorithm can process large amounts of data in a very short period of time, and without 
stressing computational ability. In Figure 2, the column LR_Time shows the actual 
execution time for the Linear Regression algorithm.  

Now we chose a random item to compare three machine learning algorithms in detail. For 
item -- ]]<<)]-~)~]>{, Figure 3, 4 and 5 show the 4 months predication results, two 
accuracy measurement results  and the run time of each machine learning algorithm.                                                                                                                                    

 

Figure 3 Linear Regression Result 

 

 



5 
 

 

 

 

Figure 4 ARIMA Result 

 

Figure 5 LSTM Result 

 

For this particular item, linear regression has both the best R2 and RMSE among the 
three models. But, for other items, ARIMA has the best R2 value and LSTM has the best 
RMSE value. We are not able to draw conclusion for all the items, which model has the 
best accuracy because Fastenal data is encrypted, we lack of product demand and 
business knowledge. To our project, those data is unpredictable in nature.  

In general, linear regression is the simplest predication model. However, this model is not 
be able to handle the complexity of the data. LSTM is currently the most promising 
model using a time series approach. 

However, consistently in every item’s running time, the linear regression is fastest, and 
the LSTM is the slowest. LSTM’s significant runtime limits the application of this model 
due to the large amount of data using our existing computation power. 
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4 Proposed Predication Process 

To apply the machine learning algorithms in practice to Fastenal consumption data, we 
propose the following predication process shown in Figure 6. We ran the data through a 
Linear Regression model first. Based on the model accuracy measurement, we either 
accept the forecast result or pass the bad fit data into the ARIMA model. Similarly, we 
then either accept the ARIMA model result or pass the bad fit data to the LSTM model.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6 Predication Process 
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6 Conclusions 

Linear regression is the simplest approach. It is efficient, but not be able to handle 
complex seasonal changes in product demand along with other factors. LSTM is 
currently a very popular model to explore complex time series. However it is significant 
slower than the other two models in our project. The next step of our research is to 
improve accuracy through data reorganization.  

With forecasted sales, we can start to design the optimization of the Fastenal inventory. 
We will need to look at the distribution cost and storage cost and build a model to 
analysis the cost and benefits. 
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