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Abstract

Music is a tool that has been integrated into society for thousands of years, it has influenced social
aspects of life and has also aided in communication. Today we have various uses for music that go
past our traditional entertainment uses and self-expression. Commonly, we see music being
incorporated into visual art forms, and also being used in the medical field, specifically music
therapy. With this broad spectrum of usage, it is important that music stays organized and easily
accessible. This project intends to review literature looking at the methods, results, and limitations
of music recognition using machine learning. Various techniques like K-Nearest Neighbor, Deep
Neural Networks, and Convolutional Neural Networks have been identified in the use of
organizing music and audio files by genre and utility. This literature review will also explore
methods of data acquisition and music information retrieval. This paper focuses on presenting
various learning models in the field of music recognition and illustrating their results.

Keywords: Machine Learning, Music Classification, K-Nearest Neighbor, Support Vector
Machines, Neural Networks

1. Introduction

Music has been an integral part of human culture for many years. It helps humans communicate,
express themselves, and also connect with others. Music does not only include entertainment but
also education, and therapy. With the rise of Al and machine learning entering our daily lives, we
are seeing a change in how we consume and create music. Machine learning has allowed for
automatic categorization of music, which shortens the process of sorting large datasets.
Traditionally, music classification methods are time consuming, and often subjective. Machine
learning can solve these problems with its ability to quickly analyze large datasets and detect
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patterns, therefore automatically categorizing music. This technology is prevalent in the growing
field of music streaming services where we see personalized playlists, and music recommendation
systems. Today, we see a plethora of music streaming services where competition between them
relies on how the well the service can cater to the individual users. By using a wide range of
machine learning techniques, researchers are able to classify music based on genre, mood, and
other attributes. This allows for enriched user experience. Music classification is an
interdisciplinary field which uses knowledge from signal processing, machine learning, and music
theory to create models capable of classifying audio files. Features like rhythm, melody, and timbre
are extracted from audio signals and used to create a representation of each file or track. By
analyzing these representations using machine learning models, patterns can be identified and used
to classify tracks. Since music is an ever-growing field, the need for scalable and efficient
algorithms is always sought out for. This paper aims to provide a review of existing machine
learning techniques in the field of music genre classification. This paper focuses on methodologies,
results, and limitations of each technique. This paper will also explore the most effective machine
learning techniques for music genre classification, and how they compare in terms of accuracy and
efficiency. It will also examine ways in which advancements in machine learning for music
classification will benefit artists, industry stakeholders, and listeners, as well as how the integration
of music theory and signal processing into machine learning pipelines can improve the
interpretability and performance of classification models. By surveying the strengths and
weaknesses of various machine learning techniques this paper intends to show the possibilities of
machine learning being integrated into the field of music. This paper will also demonstrate how
research in the field can be seen in practical application. Enhanced techniques in this field can lead
to better discovery of new artists, leading to a more diverse, and flourishing music industry. These
practical applications allow for benefits not only to music artists but business owners and industry
workers as well.

2. Background

Past research on music recognition and music information retrieval has spanned many different
fields. Within computer science, Optical Music Recognition (OMR) has strived to automate the
reading of sheet music (Calvo-Zaragoza et al., 2021). Sheet music contains a written language that
portrays the pitch, timbre, length, and other aspects of a given note. The goal of OMR is to create
a program that is capable of reading sheet music as efficiently as the human brain can. OMR aids
in the field of Music Information Retrieval by obtaining the details that are encoded in sheet music.
With this information we are able to classify written sheet music without explicitly converting it
to audio. High quality audio data is able to be classified using spectral analysis. Spectral analysis
is a method that is used to study a signals structure or content. Octave-Based Spectral Contrast is
a type of spectral analysis in which harmonic components from spectral peaks and valleys are
considered independently. This allows the contrast distribution to be reflected clearly and permits
for a precise output of the frequency range. Mel-Frequency Cepstral Coefficients (MFCC) are a
commonly used method in speech recognition as well as MIR. MFCC has the advantage of being



able to display the frequency content of audio signals in a compact manner. (Lee et al., 2009).
These spectral analysis methods are used to transform raw audio data into structured signals.
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Figure 1: Music Emotion Recognition Process (Yang et al., 2018)

Today, we see deep learning methods being integrated within MIR. Deep learning is a
subset of machine learning concerned with using neural networks with many layers to model
complex relationships. Conventional machine learning techniques rely on manual feature
extraction, however deep learning models are able to discern representations from raw data. The
layers in the network capture abstract features from the input data. In music classification, the first
layers typically focus on basic audio features such as frequency and amplitude. The deeper layers
are able to identify features and patterns that can be mapped to specific genres (Bahuleyan, 2018).
Figure 1 lays out the recognition process which includes extracting features from input audio.
Features are then classified to an emotion space using various machine learning models.

With the modern advancements of machine learning being merged with MIR and music
recognition we are able to expand real world applications. This includes the possibility of joining
this technology with the home virtual assistants we see today. MIR already provides excellent
performance with music recognition in virtual assistants. Users are able to search for and discover
new songs. Virtual assistants are also able to accurately respond to prompts such as “What song is
playing?” or “What artists create similar songs to this one?”. Professionals in the music field can
use this to aid in curating playlists, finding inspiration, and gathering an audience. MIR is also
seen assisting various accessible solutions such as providing information to output tactical, or
verbal feedback to visually impaired people or people who are hard of hearing. The voice activated
aspects also supply access to people with mobility issues. Since MIR is an interdisciplinary field,
we can also see its uses in healthcare. One of the most promising uses for MIR in healthcare is
within the field of music therapy. Music recognition models can efficiently classify music based
on genre and other factors, allowing for therapists and other professionals to promptly provide a
treatment curated to a patient's mood or other needs. Music therapy has also seen promising results
when used for patients with neurodegenerative diseases such as Alzheimer’s and Parkinson’s
(Matziorinis & Koelsch, 2022).
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3. K-Nearest Neighbor

In recent studies, researchers used K-Nearest Neighbor (KNN) to predict the genre of songs. KNN
is known for being easily adaptable to many different types of data analysis. The purpose of their
work was to advance the accuracy of classification for different genres of music. For the
experiment, the GTZAN dataset was used, the GTZAN dataset is a well-known resource in the
field of music classification. This dataset contains a broad collection of thirty second sound files.
Each track is a 16-bit mono audio file at a sampling rate of 22050 Hz in .au format (Asim Ahmed,
2017). The total dataset included for this experiment included 10,000 songs from ten different
genres.

For feature extraction, this experiment used Mel Frequency Cepstral Coefficients (MFCC).
MFCC is a commonly used method in this field. It captures timbral and tonal properties of audio
signals from given sound files. MFCC tries to replicate the human auditory system by transforming
the audio into a compact representation. This technique greatly improves the performance of
machine learning models especially in the field of genre classification.

KNN was chosen for this experiment because of its simplicity and ease of use. KNN is an
instance-based learning method which makes it fitting for tasks that involve classifying the
differences between data points. It is also a non-linear method which allows effectiveness when
discerning between direct and indirect patterns. Since this is a non-linear model, it can easily
recognize and adapt to complex patterns. Additionally, one of the main advantages with KNN is
that it improves in accuracy as the dataset size increases. However, this increased achievement in
validity also comes with an increase in computational power. This can create limitations when
building models using KNN. Since the KNN method does not have a training phase this leads to
an increase in computational power by needing to store and process all data points during the
classification and prediction phase. This creates drawbacks when using large datasets or
multidimensional data.

For the current experiment, KNN was primarily used to measure the distance between two
soundtracks. This allowed the researchers to measure the similarity and dissimilarity between the
audio files. The analysis utilized Kullback-Leibler (KL) divergence to quantify the distances. As
seen in Figure 2, KL is a metric that measures the difference between information represented in
two different data distributions. This difference is measured by observing how one probability
distribution diverges from the second reference distribution. Since this distance metric can be
aligned precisely when looking at the data, this allows the KNN model to create a detailed
classification by being able to account for subtle differences between audio tracks.

L(f,8) = [f(x)log{ f(x)/8(x)} dx

Figure 2: Kullback-Leibler loss function (Hall, 1987)
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Advantages and disadvantages of different machine learning models for music generation
have been a recent point of discussion (Liang, 2023). KNN was found to be ill-suited with music
generation due to its poor performance with large multidimensional data. Since the KNN algorithm
IS instance based, meaning that there is no training phase, it is computationally expensive (Zhang,
2017). KNN does have high accuracy when compared to simpler methods such as Naive Bayes
but takes a great deal of memory storage because of its need to store all of the data points in order
to compare them at a later time (Bijalwan et al., 2014). The high computational expense almost
solely comes from classification happening at the time that instances are seen (Guo, 2003).

The use of KNN in these studies showed its suitable mechanisms for classifying small
amounts of data. When paired with MFCC, KNN can produce improved, more detailed outputs
when classifying data. Much of the current research involving KNN includes constructing
functions to measure distance (Zhang, 2021). However, the limitations with KNN can emphasize
the importance of the correct uses of KNN in certain datasets and experiments.

4. Support Vector Machines

Support Vector Machines (SVMs) are used to find the boundary that can separate two classes of
data with the least amount of loss. Figure 3 visualizes a simple SVM model. SVMs are unique
because of how they transform input data into a higher dimensional space using the kernel trick
(Asim Ahmed, 2017). The kernel trick is a mathematical approach which allows non-linear data
to be classified linearly. This is a necessary transformation because non-linear data may not be
separable. Data may not be linear which leads to an inability to separate data (Jakkula, 2006).
When the kernel trick is applied, we are able to map input data into a higher dimensional space,
making it possible for a hyperplane to linearly separate the classes. The goal for SVMs is to
maximize the distance between the data points and the hyperplane, this ensures a distinct division
between classes and prevents overfitting (Yue et al., 2003). In music genre classification, SVMs
can be seen to be fairly effective because they are able to handle multi-dimensional data. In the
case of music genre classification, when analyzing audio files, there are many features that must
be accounted for. Features can include pitch, rhythm, and as mentioned before, timbre. These
features are usually represented in multidimensional spaces like MFCC or spectrograms. MFCC
can be a valuable tool for SVMs when they are both implemented, leading to capturing certain
features of audio files and creating useful inputs. The kernel trick is a key aspect of SVMs
classification abilities. The most common kernel types include linear, polynomial, sigmoid,
quadratic, and radial basis function (RBF). RBF is most commonly chosen for music genre
classification because of its technique of measuring the similarity between data points using
Euclidean distance. This kernel algorithm calculates the dot product of the input vectors in the
transformed feature space. This saves computational load by not needing to do an exclusive data
transformation. The linear kernel is typically used for simpler data sets, while polynomial kernels
are used for classifying more complex patterns.
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One limitation when dealing with SVMs is the fact that it is primarily a binary classifier. It
uses a ‘“‘one-vVs-rest” approach for classifying many classes. In the case of music genre
classifications, multiple SVM classifiers must be trained for classification, specifically one for
each genre being classified. The classifiers then output a confidence score where the highest score
is the final prediction. The need to train multiple classifiers can make this method computationally
demanding, especially when dealing with large datasets.

In the case of music recognition, SVMs work well for high dimensional data like what is
seen in music recognition. Music features are typically seen in high dimensional data like
spectrograms. SVMs are proficient in handling this kind of high dimensional data and also work
well in smaller to medium sized datasets, making it well suited for niche music recognition
projects. When looking at the GTZAN dataset which has a large amount of features but a moderate
amount of data, this makes it well-suited for classification using SVMs. With the use of RBF
kernels this typically makes SVM models outperform KNN models in accuracy. Xu et. al (2020)
use SVMs to predict how participants will respond emotionally to music. They incorporate listener
specific data such as physiological responses and also user preferences to predict emotional
responses. This shows the flexibility of SVMs with handling multidimensional data.

Support vector / Optimal Hyperplane

* #

’
~
~

4

Figure 3: Support Vector Machine (Dharmani, Ayush, Prateek, 2023)

SV Ms require the use of the entire dataset during training and prediction phases. This too
requires a high amount of memory and computational resources. This makes it difficult to work
with SVM while looking at large datasets. Choosing the best fitting kernel is also very important
and can affect the accuracy of the output. However, SVMs still remain one of the most common
tools for music genre classification. When paired with other feature extraction methods they can
produce results with greater accuracy.
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5. Neural Networks

Deep Neural Networks (DNNs), Convolutional Neural Networks (CNNSs), and Recurrent Neural
Networks (RNNSs) are all common machine learning methods used for music genre classification.
Each having distinct strengths and weaknesses allowing them to have unique impacts on different
datasets. A simple neural network, displayed in Figure 4 contains an input layer, at least 1 hidden
layer, and an output layer.

Input Hidden Hidden Output
layer layer layer layer
na, Aa
U1 Ugq.1
v1,2 U4q,2

Figure 4: Simple Neural Network (Sun et al., 2018)

5.1 Deep Neural Networks

DNNs are composed of many layers of interconnected neurons. These layers are skilled at finding
patterns in data which is important for music classification. When many layers of these
interconnected neurons are stacked, DNNs can absorb different audio features from raw signals or
processed inputs from spectrograms or MFCCs. For music genre classification, DNNs are used in
high dimensional feature spaces. Features such as root mean square energy (RMSE) and zero-
crossing rate (ZCR) can be given to a DNN to see different patterns that distinguish one genre
from another. Studies have also shown that DNNs are skilled in processing a wide variety of
acoustic features which allows them to use the information for different datasets (Bahuleyan,
2018). Since DNNs can automatically extract and learn feature representations from data makes it
a popular tool in this field.

DNNSs are also a flexible method of machine learning. Lee et al. (2021) used DNNSs to
predict moods in classical music. They analyzed tonal and harmonic attributes for the predictions.
DNNs are useful in emotion recognition tasks as they are skilled in integrating audio features with
physiological data such as brain activity and skin conductance (Xu et al., 2021).

However, DNNs face limitations such as relying on labeled datasets. Due to DNNs being
a supervised learning model this can create drawbacks when classifying data. DNNs are also prone
to overfitting which can lead to further steps needing to be taken to finalize data. Techniques such
as batch normalization, dropout, and early stopping have been used to tackle the issue of
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overfitting. Advancements in computer hardware have also aided in the use of DNNs for further
real-time music processing.

5.2 Convolutional Neural Networks

CNNs are best at analyzing data in a grid structure like images or spectrograms. This makes
them effective in tasks that involve visual representations of audio. The main difference between
CNNs and typical Neural Networks is that CNNs specialize in image processing (O’Shea, 2015).
CNNs utilize convolutional layers to find patterns in data. CNNs often use Mel-spectrograms as
input. These spectrograms give two-dimensional representations of audio signals, and this allows
CNNs to learn about the time and frequency domain of the data. Since CNNs use localized
feature extraction, this allows for it to learn genre specific patterns very well. CNNs are also used
to analyze Mel-spectrograms. The CNNs showed promising results when classifying between
genres like rock, jazz, and classical (Ashraf et al., 2023).

convolution
w/ReLu  pooling fully-connected

ny —

OW@@QM

input

output
fully-connected
w/ ReLu

Figure 5: Simple CNN (O’Shea, 2015)

Transfer learning and fine-tuning practices can further improve the use of CNNs in genre
recognition. When adjusting these pretrained models this allows researchers to modify the CNN
to specific music datasets. Figure 5 demonstrates a CNN model where one can adjust the pooling
layer of a fully connected layer. This can lessen the need for labeled data. CNNs are also useful
for music transcription. They can extract pitch and note information from audio signals. CNNs do
face challenges when seeking temporal dependencies which is important when working with
music. Being unable to capture dependencies can make it difficult to understand the structure of
the music, leading to difficulty classifying the genres. This is typically tackled by using a hybrid
model of CNN and RNN together.

CNNs are also adept at identifying emotional content. CNNs analyze features like spectral
contrast and chroma to classify music into mood related categories like happy, sad, or energetic
(Lee et al, 2021). Despite being relatively complex, CNNs must have specific hyperparameters
tuned like filter size, stride, and pooling in order to reach their desired performance.
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5.3 Recurrent Neural Networks

RNNSs are ideal for looking at temporal dependencies in music due to the fact that they are designed
to process sequential data. RNNs attempt to understand how musical features change over time.
They can incorporate data from their memory to model the sequential nature of music such as
rhythmic patterns, melodic progressions, and changes in dynamics. Researchers use RNNs to
analyze audio features like MFCC and spectral contrast in order to find the similarity between
tracks (West, Cox, Lamere 2006) Long Short-Term Memory (LSTM) and Gated Recurrent Units
(GRUs) are variants of RNNs which help with the common drawbacks of RNNs like vanishing
gradients.

When RNNSs are trained on large data sets of music tracks, the RNN is able to generate new
music that is based off of the given tracks. LSTMs specifically have been able to create many
compositions in different genres. Hybrid models of CNNs and RNNs have been popular for music
classification. CNNs are able to first extract spatial features from spectrograms, and the RNN is
able to map the relationships within the features. This allows local and sequential patterns to be
accounted for (Bahuleyan, 2018).

Figure 6 shows a proposed hybridization of CNN and various RNN models such as
GRUs and Bi-LSTMs. This model takes given audio input and uses either MFCC or Mel-
spectrogram for a feature extraction technique. Figure 7 shows that the different RNN models
performed similarly when compared, with the GRU2 model performing highest for Mel-
spectrogram feature extraction and the LSTM performing highest for MFCC.

Leaming Algorithm
CNN
MFCC * vath/without
| RNN
Audio Splut > (\jmparc
Audio Input bpd with 50 % Performance
Overlapping l o Measure
CNN
Mel- 2
* with/without
Spectrogram RNN

Figure 6: Hybrid CNN and RNN architecture (Ashraf et al., 2023)
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Figure 7: Results from proposed architecture (Ashraf et al., 2023)

6. Comparison
6.1 KNN

KNN is an incredibly useful algorithm for the classification of music genres. KNN measures
the distance between data points to identify the closest neighbors, then assigning them to a class.
Its simplicity allows it to fit well with smaller datasets. When KNN is paired with another tool
for feature extraction such as MFCC, KNNs accuracy improves by being able to detect small
differences between audio files. However, part of the KNN algorithm includes the need to store
and process all of the data points. This means that it can be computationally inefficient especially
when dealing with large datasets. KNN also does not perform well with high dimensional data,
often needing aids to reduce dimensionality.

6.2 SVM

SVMs are skilled in classifying high dimensional data, this makes them well suited for this
field. Using the kernel trick, SVMs are able to transform input data into higher dimensional spaces
which allows for a linear separation. The RBF kernel is particularly effective for music
classification, using Euclidean distance to measure the similarity between data points. SVMs
require multiple classifiers to differentiate between genres, which can be inefficient. SVM still
outperforms KNN in accuracy and is better qualified to handle spectrograms and MFCC.

6.3 DNN

DNNs are proficient at capturing patterns within data which allow for analysis or audio
features like timbre, and pitch. DNNs are flexible allowing them to aid in genre classification or
emotion recognition. A downside of DNNs comes with the fact that it heavily relies on labeled
data, which creates a drawback when using it. However, many techniques have been used to aid
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in these drawbacks such as dropout and transfer learning.

6.4 CNN

CNNs are able to extract spatial features through its convolutional layers, this allows them to
capture time and frequency information from audio tracks. Transfer learning makes them
increasingly useful by allowing pre-trained models to adapt to specific datasets. CNNs struggle
with temporal dependencies, which is important in genre classification. Nevertheless, the
integration of RNNs has been able to improve the performance of this -classifier.

6.5 RNN

RNNs are designed to process sequential data which makes them ideal for modeling temporal
dependencies. RNNs are able to analyze the change in musical features by adjusting memory
mechanisms. LSTMs and GRUSs are able to tackle common issues RNNs face like vanishing
gradients. RNNs are also used for music generation, which can produce music in the style of the
given training set.

Study Objective Methods Strengths Limitations | Results
Yang et | Recognizing Regression Continuous | Little Best
al. emotion content | approach view of music | background on| performance:
(2007) of music signals emotion continuous 58.3% for
by predicting eliminates approach to arousal, 28.1%
arousal and ambiguity MER for valence
valence values
Anand | Create a deep MFCC feature| Stable RNN | Fluctuating System using
et al. learning model extraction; model CNN model | both RNN and
(2021) to improve CNN and CNN had the
today's state of RNN best results
music
recommendation
Shah et | Find which ML | CNN used for | Smaller Little CNN achieved
al. method performs | training; SVM| architecture | preprocessing | the highest
(2022) best for music for used to avoid | of the data accuracy with
genre classification | overfitting. was done 74.1%
classification
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Yandre | Developadeep | Unit Results are | Model Combination of
et al. learning approach| concatenation, | the best performed a CNN with an
(2017) for singing skill | HMM-based | known significantly | SVM trained
evaluation statistical results for better with with RLBP
parametric dataset African music | achieved 92% of
synthesis, and dataset recognition rate
DNN compared to
Western
music
Esposito | Deep learning Log-mel Dramatically | Results were | Covid detection
et al. algorithms for spectrograms | reduced not validated | test accuracy
(2022) recognizing for training time | with multiple | over 60%
COVID-19 preprocessing. | and reduced | techniques
related cough Quantum memory
audio signatures | circuits requirements
designed with
PennyLane
Pandey | Identify types of | SVM, Random| Discovered | Brains are Random forest
et al. music based on | Forest, Naive | that music highly and LDA
(2022) EEG signals Bayes,, LDA | features like | subjective and | performed best
timbre and | listen to songs
beat are more| differently
generic and
further
studies
Modran | Create a Machine | MFCC for Achieved Current Model correctly
et al. Learning model | feature accuracy solution must | predicted in over,
(2023) | that can predict | extraction over 94% have users 91% of cases
whether a Basic NN select their
specific song has | structure mood before
therapeutic prediction

effects on a
specific person.
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Ashraf | Music CNN, RNN, Hybridizatio | Gradient CNN and
et al. classification LSTM, GRU | n showed during back- | LSTM
(2023) using a model improved propagation hybridization
with accuracy does not allow | had an accuracy
hybridization of than typical | for layers to of 76.40%,
CNN and CNN be sufficiently | CNN and Bi-
variants of RNN updated GRU
hybridization
had and
accuracy of
89.30%
Lee, Create a model MFCC feature | Classical Model does Most mood
Jeong, &| for recognizing | extraction. music tends | not perform classes have
Ko the detailed Clustering to have well with ROC AUC
(2021) | mood of classical | algorithm for | jnherent other values between
music classification | poods instrumental | 0.7 and 0.8,
making it music making it a
easy to good classifier
classify
Nietal. | Create asystem | New proposed | System still | Model Proposed model
(2012) for harmonic harmonic performs performs best | achieved 75%
analysis analysis comparably | on rock music | Weighted
system uses to other due to mainly | Average
chromograms, | methods in | being trained | Overlap Ratio
HMM other genres | on that genre
topology, and
parameter
estimation

Table 1: Comparison of Machine Learning Experiments for Music Classification

The research summarized in Table 1 exhibits the broad field of MIR. The unique regression
approach done by Yang et al. (2007) finds a potential solution to the ongoing problem of ambiguity
and subjectiveness in music emotion recognition. Researchers developed a continuous approach
for mapping emotions therefore revealing a personalized baseline for listeners. Continuous
mapping for MER is an under-researched approach which limits further implementation. Esposito
et al. (2022) took audio feature extraction to the medical field by creating models to diagnose
COVID-19 through cough audio. By integrating quantum processing researchers were able to
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achieve 60% accuracy with test data. Similarly, Modran et al. (2023) created a model for use in
music therapy. Mood was correctly classified 91% of the time for predicting whether a song would
have therapeutic effects on a given person. However, participants were required to report their
mood, giving the model a starting off point before the prediction. These studies all face the issue
of generalizability. Further work still needs to be done in order to be capable of categorizing
different genres. Yandre et al. (2017) created a successful model for classifying African music
genres, but the model performed poorly on Western music. Research in MER must be able to
balance specificity of different genres while also taking subjectivity into account.

Despite the many promising strides made in this field there are also many limitations that have
shown themselves within these studies. One of the significant limitations regards labeled datasets
and the reliance of many supervised learning models on these datasets. DNNs, and SVMs heavily
rely on training from labeled data. The task of labeling these large datasets is particularly time
consuming. Commonly used datasets in this field like the GTZAN dataset can have biases and
mistakes. We can see genre overlap and unequal distribution on genres. With these limitations the
generalizability of algorithms can be compromised leading to inaccurate classification when used
in real world applications. Additionally, many of these studies tend to focus on popular Western
music genres such has rock, jazz, and pop music. This leads to a gap in research involving non-
Western music styles. This bias leads to much of the world’s music being undermined and
therefore having a lower accuracy of classification when using existing algorithms.

Another common limitation comes from the computational expenses and scalability of certain
algorithms. KNN and SVM struggle with handling high dimensional data and large amounts of
data. KNN requires a significant amount of memory capacity due to how the technique performs.
SVMs must train multiple classifiers which leads to an increase of computational demand. Neural
network approaches show improved performance compared to KNN and SVMs, but they demand
an extensive amount of training and intervention from researchers. These computationally
demanding techniques require specialized hardware from the researchers. The bounds of current
computers are constantly growing as well as the amount of music in the world. In order to quickly
classify large amounts of audio files researchers must have access to hardware that can handle
these computationally expensive techniques. Running these techniques can also raise sustainability
concerns since these models use a great amount of energy which increases costs of running these
experiments. This drawback forces researchers to focus on smaller datasets that are more
sustainable which can lead to results that do not represent the full scope of music genres.

7. Conclusion and Future Work

The integration of different methods into ML models have proven to have promising results for
MIR. As we can see with Esposito et al. (2022) the addition of quantum computing resulted in a
great improvement in training time and memory requirements. With quantum computing’s ability
to hold large amounts of data, the possibility to train on larger datasets becomes more probable.
Ashraf et al. (2023) developed a hybrid model of a CNN with RNN elements incorporated. This
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study showed promising results with the hybrid model performing better than the CNN alone. With
the increase in accuracy and performance when incorporating different methods we can start to
consider what more we can start training models on. Researchers can start training on music with
lyrics, allowing the models to predict emotion not only based on musical features but also singing
features and lyrics.

Past and current research in MIR has typically used accuracy or F1 score to evaluate models
performance. Future studies could consider implementing user preference and human judgement
as evaluation metrics. This will introduce many new perspectives on the model’s output, also
inviting specific feedback. Genre specific metrics could also be implemented, creating enhanced
metrics. For example, ambient music evaluation might not need to depend heavily on beats and
rhythm compared to other genres such as classical or pop. Jazz music tends to rely on
improvisation as well, this opens up the possibility of unexpected key changes, and changes how
the song may be interpreted. Future studies could build models trained on specific genres, allowing
for strengthened classification.

Many popular Western songs tend to follow similar patterns, and adhere to a similar set of
rules. This creates a limitation in common datasets used due to the lack of variance. A potential
next step in MIR could include the ability for the models to recognize errors in music. Errors such
as notes being played in the wrong key, slight pitch errors, and differences in motifs can be detected
by a professional, along with a potential solution being proposed. A model containing the ability
to discern these errors and possibly present a solution as well could be useful in music education,
creating a new resource for students and teachers.

Machine learning has greatly helped the field of music classification by creating new ways
to organize and analyze audio data. Machine learning techniques like KNN, SVM, DNN, CNN,
and RNN each have unique strengths and weaknesses that can aid in all aspects of music genre
classification. CNNs most commonly displaying the highest accuracy in many experiments
demonstrate higher level performance than other ML methods. Deep learning models are adept at
handling high dimensional data. However, these methods each face their own limitations, most of
them including computational demands, but also relying on labeled data. Future work in this field
could include developing computer hardware capable of handling large amounts of data in an
efficient manner. Diving deeper into unsupervised and semi-supervised learning techniques would
also help foster great strides in the field. By facing these limitations and finding solutions,
researchers can further discover new ways to incorporate machine learning in the field of music.
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2. Abstract

This paper presents the Reconstructive Multi-Objective Hybrid Mixed Integer Genetic Algo-
rithm, a novel approach to solving the University Course Timetabling Problem (UCTTP).
This complex problem involves scheduling courses in a way that accommodates numerous and
often conflicting constraints, such as room availability, faculty schedules, and student course
requirements. Our approach integrates heuristic strategies with Mixed Integer Programming
(MIP) and Genetic Algorithms (GAs) to create a hybrid methodology that balances compu-
tational efficiency with the quality of solutions. By reconstructing the problem around estab-
lished academic timeslot patterns and employing a dual-phase optimization framework, our
algorithm simplifies the complexity of UCTTP, enabling more focused and effective solutions.
We demonstrate the efficacy of our approach through a series of case studies, comparing our
algorithm’s performance with traditional scheduling methods. Our findings suggest that the
Reconstructive Multi-Objective Hybrid Mixed Integer Genetic Algorithm not only enhances
the efficiency of course timetabling but also offers a flexible and adaptable framework suitable
for addressing the dynamic scheduling needs of academic institutions.
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3. Background

The exploration of the University Course Timetabling Problem (UCTTP) is driven by the
real-world challenge of meeting the scheduling demands of academic institutions and the intel-
lectual ambition to enhance computational approaches to these optimization problems. This
issue comfortably spans both practical and theoretical realms, as it entails the intricate op-
timization task of organizing events within predetermined timeslots and spaces. Addressing
UCTTP necessitates navigating a myriad of often conflicting constraints, including room avail-
ability, faculty schedules, student course requirements, and the specific resource needs of each
class. This problem’s elements include not only students, teachers, and courses but also the
facilities and equipment that support both theoretical and practical learning environments.
This complexity has only increased as schedulers and scholar’s explore new requirements and
optimization techniques to integrate into these models(Bashab et al. 2023; Chen et al. 2023;
Chen et al. 2021)

In the realm of solving the University Course Timetabling Problem (UCTTP), a spectrum
of solution methodologies has been developed, reflecting the complex nature of the prob-
lem. One prevalent approach is the combination of heuristic strategies with Mixed Integer
Programming (MIP)Samarathunga and Wellahetti (2023) or Linear Programming techniques.
This hybrid methodology leverages the heuristic component for generating feasible solutions
or narrowing down the problem space, which is then precisely optimized using MIP.Rappos et
al. (2022) Such a blend not only caters to the intricate constraints and combinatorial aspects
of UCTTP but also strikes a balance between computational efficiency and the quality of
solutions. Meanwhile, exact algorithms focus on uncovering the globally optimal solution by
exhaustively searching through all possible configurations or employing advanced techniques
to discard non-viable or suboptimal solutions. Though these algorithms assure optimal out-
comes, their application is generally feasible only for smaller problem instances due to their
intensive computational demands.

Hybrid approaches have gained prominence by integrating elements from different method-
ologies to capitalize on their distinct advantages. These methods might combine heuristic
algorithms for generating an initial solution, subsequently refined through exact optimization
techniques, or use metaheuristic algorithms for a broad exploration of the solution space, with
sub-problems being solved optimally through MIP models. An illustrative instance of this ap-
proach involves resolving location constraints prior to the allocation of time slots. The primary
objective behind these hybrid methods is to achieve a balance, harnessing the high-quality so-
lutions provided by exact methods while also benefiting from the scalibility of heuristic or
metaheuristic approaches. Blum et al. (2011)

In parallel, metaheuristic algorithms are particularly effective for large-scale problems. Tech-
niques such as genetic algorithms, simulated annealing, and tabu search are notable for their
strategic exploration of the solution space, aiming to identify globally optimal solutions by
circumventing local optima. Although metaheuristics are versatile and potent in managing
intricate problems, they necessitate careful tuning of parameters and cannot always guarantee
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the discovery of the optimal solution.(Abdipoor et al. 2023; Mikkelsen and Holm 2022; Pillay
2016; Sylejmani et al. 2023; Teoh et al. 2015)

4. Introduction

Innovating off of the latest trends, we constructed a model that builds of the latest advance-
ments but focuses on its ability to solve real-world higher scheduling problems in an efficient
manner. Building upon the latest advancements in decomposing complex scheduling challenges,
the Reconstructive Multi-Objective Hybrid Mixed Integer Genetic Algorithm Approach to the
Course Timetabling Problem presents a strategy that emphasizes the reconstruction of the
problem around predetermined academic timeslot patterns such as Monday-Wednesday-Friday
(MWF) and Tuesday-Thursday (TuTh) which we describe as a reconstructive approach.!
Rather than decomposing the problem based on the given constraints, this model recomposes
the schedule in to less complex pieces based on known time-slot patterns. This methodologi-
cal innovation simplifies the initial complexity of the University Course Timetabling Problem
(UCTTP) by effectively segmenting the timetable into known patterns, thereby reducing the
optimization space and enabling a more focused approach to solving the remaining aspects
of the scheduling task. This initial step of reconstruction leverages the established schedul-
ing frameworks within academic institutions, offering a strategic advantage by aligning the
problem-solving process with the inherent rhythms of academic life. The next step is to take
the remaining 1 credit classes and the 1 credit separated from 4 credit classes and prepare them
for scheduling based on the remaining time slot and room availability. Such a reconstructive
approach not only aligns with but also advances the trend towards breaking down complex
problems into more manageable components, by instead integrating these components back
into a cohesive whole that respects the structured realities of academic scheduling.(Abbaszadeh
and Saeedvand 2014; Burke et al. 2009; Eledum 2017; Herres and Schmitz 2021; Holm et al.
0000 Accepted; Jawa Bendi et al. 2018; Samarathunga and Wellahetti 2023)

Following this reconstruction framework, the project employs a hybrid optimization model
that integrates the strengths of Mixed Integer Programming (MIP) and Genetic Algorithms
(GAs) beginning with an MIP model that loosens some constraints to accommodate a broader
exploration of solutions. The initial MIP phase addresses the multi-objective facets of the
timetabling problem, optimizing soft constraints to ensure a feasible and adaptable solution
for the 3 credit patterns and the remaining 1 credit sections. Moreover, the 1 credit classes are
separated from 4 credit classes so they can be optimized to adjacent to their 3 credit partners
leaving the remaining 1 credit for later optimization. Subsequently, the GA phase refines this
solution, where a custom mutation feature is crucial for preserving hard constraints, a common
challenge in metaheuristic optimizations. However, metaheuristic approaches like GAs face
their own set of challenges, including the risk of premature convergence to suboptimal solutions,
the need for meticulous parameter tuning to balance exploration and exploitation, and ensuring

"While are approach is most similar to deconstruction approaches, our focus on finding known patterns in the
given data set rather that deconstructing the constraints into parts leads us to describe this as reconstructive.
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diversity within the population to avoid stagnation. These challenges are addressed within our
model by careful algorithm design and the integration of advanced genetic operations, ensuring
the GA’s effectiveness in navigating the complex solution space of UCTTP.

At the core of our approach is the use of PuLP, an efficient linear programming library, piv-
otal in formulating and resolving the complex facets of the scheduling optimization challenge.
PuLP adeptly handles key variables—room availability, faculty schedules, and class credit
requirements—allowing for a nuanced optimization of these interdependent elements within
the class schedules.? Complementing our optimization framework is a user-centric web applica-
tion developed with Flask, enhancing user engagement and simplifying the data management
process. This interface empowers users to tailor the scheduling environment—blocking slots
for specific classes, ensuring no collisions occur between selected classes, and anchoring classes
to fixed timeslots. Additionally, it offers the capability to adjust model hyperparameters, tun-
ing the balance and interaction between various constraints to refine the scheduling outcomes.
This interactive platform not only enables the integration of user preferences and external
data but also provides a platform for comparative performance analysis against established
timetables. Such interactivity is crucial, bridging the gap between theoretical advancements
in algorithmic strategies and their practical application, facilitating immediate adjustments
and iterative enhancements based on real-world feedback and empirical insights.

Avoiding Selected Keep 4 Credit Classes Blocked Slot Penalty Hold Penalty Slider

Class ile si
- EJV_edit ENGR_MATH_GSCl.csv File size:  Classes Together Value Value
Scheduler 6.49 KB —e —o P —o

Loaded Data ~

Min Sec Week CSM Blockeq

Section Title Room Bldg Faculty Location Hold
Credit  Cap Days  Start Slots

CscCl-
160-
001

Prinpl Computer Tu . Weinberg, RCE
Scionce 4 16 228 RCE ™ T00AM  1220PM ol 08 O

Fig. 1 The user interface of the class scheduling application. The interface includes sliders
for adjusting scheduling parameters, a data section for loaded course information, and
selection options for class constraints.

At the user interface’s forefront, sliders provide a dynamic means for users to fine-tune various
hyperparameters, directly shaping the behavior of the scheduling algorithm. These adjust-
ments, including ‘Avoiding Selected Classes,” ‘Keeping 4 Credit Classes Together,” ‘Blocked
Slot Penalty Value,” and ‘Hold Penalty Slider Value,” allow schedulers to modify the emphasis
placed on different model constraints, tailoring the optimization process to align with specific
scheduling priorities.

2PuLP is configured to use its default LP solver, which is sufficient for the scale and complexity of problems
addressed in this study. However, PuLLP can also interface with more advanced solvers like CPLEX, GUROBI,
and SCIP, which may offer enhanced performance for larger or more complex optimization problems.
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Beneath these interactive sliders, the ‘Loaded Data’ section presents detailed course informa-
tion, such as days, times, faculty assignments, and locations, enabling users to engage with and
modify the schedule’s foundational elements. This section not only facilitates the assignment
of classes to preferred timeslots but also offers tools to set constraints, like holding a class at a
designated time or blocking slots to prevent scheduling conflicts. Additionally, a ‘Restrictions’
feature allows for the exclusion of class overlaps, particularly useful in scenarios where students
are likely to enroll in concurrent courses, thereby enhancing the schedule’s practicality and
user conformity.

The application plays a pivotal role in creating a dynamic feedback loop that significantly
enhances the iterative refinement of the scheduling process. By providing a user-friendly
interface, the application enables users to interact directly with the scheduling algorithm,
offering them the ability to input data, adjust hyperparameters, and visualize the results in
real time. This continuous interaction fosters a collaborative approach to optimization, where
users’ insights and preferences directly inform the algorithm’s behavior. As users observe the
outcomes of their adjustments and provide iterative feedback, the algorithm progressively fine-
tunes its approach, adapting to the unique constraints and objectives of the specific scheduling
scenario. This symbiotic relationship between the users and the algorithm not only accelerates
the optimization process but also ensures that the resulting schedules are more closely aligned
with the users’ needs and expectations. Ultimately, this feedback loop empowers users to play
an active role in shaping the scheduling solutions, driving a process of continuous improvement
that leads to increasingly effective and tailored scheduling outcomes.

Our research is enriched by an empirical component, featuring a series of case studies based
on actual schedules previously crafted by hand within various academic departments. We
selected three such real-world schedules as benchmarks to evaluate the efficacy of our model.
By integrating these historical, manually-created schedules into our system, we were able to
conduct a thorough assessment of our model’s capacity to optimize and enhance traditional
scheduling practices.

These case studies were chosen to mirror the authentic conditions and challenges of academic
scheduling, allowing us to test our model’s performance in realistic settings. By fine-tuning
the model’s hyperparameters, we replicated diverse scheduling scenarios, establishing a com-
prehensive testbed for our optimization approach. This hands-on validation is critical, as it not
only corroborates the model’s theoretical soundness but also examines its operational utility
in practical, real-world university environments.

The insights gleaned from analyzing these actual, hand-crafted schedules helped drive the the
iterative refinement and advancement of our scheduling model.
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Fig. II: Algorithm Flow Diagram. The process flowchart details the steps of the Genetic
Algorithm from initialization through iterative optimization and final selection of the best
timetabling solutions. No external coordination points are used in this diagram.

5. Mathematical Formulation of the University Course Timetabling Model

While we optimize with a Genetic Algorithm as part of our solution, we do the bulk of the work
in the Mixed Integer model. The mathematical model employs a composite objective function
comprising several goals, each targeting specific aspects of the our version of the university
course timetabling problem. It is these goals that can be manipulated by users to make the
model dynamic. There is also a set of hard constraints that ensure the final schedule will
meet the university requirements such as no instructor or room overlaps. This model will be
equivalent for the classes being scheduled under the weekly pattern or the expanded one credit
pattern where every section meeting is a possible time slot.

5.1 Table of Variables

Variable Description

T Binary variable indicating if class i is scheduled in timeslot j.

C Set of all classes.

T Set of all timeslots.

ZConflict Sum of penalties for class conflicts, minimized in the objective
function.

D ove Sum of penalties for moving classes from preferred timeslots.

ZBlocked Sum of penalties for scheduling classes in blocked timeslots.

ZHold Sum of penalties for not adhering to hold constraints for affiliated
sections.

S; Size of class i, used in the room capacity constraint.

fi Binary parameter indicating if an instructor is involved in class i,
used in faculty availability constraint.

R; Capacity of room j, used in the room capacity constraint.

Con flict,; Penalty for a class conflict if class i is scheduled in timeslot j.

MovePenalty,; Penalty for moving class i from its preferred timeslot j.

Blocked Penalty, ; Penalty for scheduling class i in an undesired timeslot j.

HoldPenalty,; Penalty for not maintaining the hold requirement for class i in
timeslot j.

5.2 Composite Objective Function:

The overall aim is to minimize the sum of all objectives:
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Minimize Z = ZConﬂict + ZMove + ZBlocked + ZHold

Where each component is defined as:

Class Conflict Objective (Z ,aic¢): Minimizes overlapping class schedules for classes
that should not be scheduled at the same time.

eC jeT

Move Objective (Zy,.): Minimizes deviation from a set timeslot if a prefrence is
declared.

Liove = Z Z MovePenaltyij Ty
ie€C jeT

Blocked Slot Objective (Zp,4eq): Reduces usage of undesired timeslots if there a set
of undesired timeslots is created.

ZBlocked = Z Z BlockedPenalty, . - z;;
ieC jET

Hold Objective (Zy,q): If two affilated sections (1 credit and 3 credit) are set to hold
together this will optmize to keep them closse together in time

ZHold = Z Z HoldPenalty, , - ;;

ic€C jeT

Constraints(Hard):

Class Assignment Constraint: Each class is assigned to one timeslot.

Y ay;=1 VieC

jeT

Room Capacity Constraint: No room exceeds its capacity at any time.

Z T8 < RoomCapaCityj VjeT
eC
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o Faculty Availability Constraint: No instructor is scheduled for overlapping classes.
jeT

C denotes the set of all classes, T the set of all timeslots, x;; is a binary decision variable
indicating if class i is scheduled in timeslot j, s; represents the size of class i, and f; is a
binary parameter indicating the involvement of an instructor in class i.

5.3 Reconstructive Scheduling Process with Weekly Patterns

The scheduling model adopts a reconstructive approach that accounts for the predefined weekly
patterns for courses with different credit requirements.

e For 3-credit classes that follow a MWF or TuTh pattern, we define a set of time-slots,
L3, cqits» from which we start the scheduling process.

e After assigning 3-credit classes, we expand the scheduling options to include 1-credit
classes, using a larger set of time-slots, L, ,.4;, Which allows for greater flexibility. There
is an metaparamater that will optionally try to keep the L. .4 and Ls. .45 close
together.

The mathematical representation of the process is as follows:
e Define the initial set of time-slots for 3-credit classes
Lareqivs = {"MWF slots”, "TuTh slots”}
¢ Determine the number of time-slots for 3-credit classes:
|Lsereqirs) = Count of "MWEF” and "TuTh” slots
e Define the expanded set of time-slots after assigning 3-credit classes:
L, cqis = Full set of weekly time-slots — L., qiss
The deconstructive scheduling is then carried out in the following manner:

o Start with the set of time-slots for the most complex scheduling requirements:

For each lk € LBCTedits ;

Select appropriate time-slots and solve the scheduling model

o Update the set of available time-slots for 1-credit classes

Ly, .qi: = Update with remaining time-slots
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5.3 Mathematical Dynamics of Custom Genetic Operations

Upon transitioning from the Mixed Integer Programming (MIP) model to the genetic algo-
rithm (GA) component in our university course timetabling solution, we employ a universal
evaluation function to measure and compare the effectiveness of potential schedules. This eval-
uation function is a critical tool that operates both at the conclusion of the MIP phase and
continuously throughout the GA’s optimization process. It serves as a standardized metric for
assessing the quality of schedules based on a comprehensive set of criteria, including but not
limited to, adherence to hard constraints, satisfaction of soft preferences, and overall schedule
compactness and efficiency.

In the Genetic Algorithm (GA) phase of our course timetabling optimization, we leverage a
suite of programming tools, libraries, and frameworks to implement and refine our solution.
The core of our GA is built using Python, a versatile programming language known for its
readability and broad support for scientific computing. We employ the DEAP (Distributed
Evolutionary Algorithms in Python) library, a framework designed specifically for rapid pro-
totyping and testing of evolutionary algorithms. DEAP provides the necessary infrastructure
to define individuals, populations, and the evolutionary process, including selection, crossover,
and mutation operations. For the evaluation function that plays a pivotal role in both the
MIP and GA phases, we utilize NumPy for efficient numerical computations.

The universal evaluation function allows us to quantify the improvements each candidate
schedule offers over others, enabling a systematic selection of the most successful solutions
within the population.

¢ Function Definition: evaluateSchedule(individual)

¢ Purpose: To calculate a fitness score for a given schedule based on various constraints
like class overlaps, instructor conflicts, room conflicts, and more.

« Penalties:

— overlap_penalty: Applied when two or more classes are scheduled in the same
timeslot.

— instructor_conflict_penalty: Applied when an instructor is assigned to multi-
ple classes in the same timeslot.

— room_conflict_penalty: Applied when two or more classes are scheduled in the
same room at the same timeslot.

— proximity_penalty: Applied when related classes (e.g., 3-credit and associated
1-credit labs) are not scheduled close enough in time.

— unwanted_timeslot_penalty: Applied when a class is scheduled in a timeslot that
has been explicitly marked as unwanted.

— pattern_violation_penalty: Applied when classes do not follow their expected
scheduling patterns (e.g., MWF or TuTh).
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— mutual_exclusion_penalty: Applied when classes that are meant to be mutually
exclusive are scheduled at the same time.

— same_day_penalty: Applied when classes that should be spread out are scheduled
on the same day.

¢ Process:

— The function iterates through each class in the schedule (individual), checking
against all constraints and accumulating penalties.

— The penalties are aggregated to produce a total score for the schedule. Lower scores
indicate better schedules (closer adherence to constraints).

¢ Return Value:

1. The function returns a dictionary with two keys: total_score, representing the
aggregated penalty score, and detailed_scores, providing a breakdown of the
penalties for each class.

Total Score =300 x O +300x I +300x R+2x P+3xU+2x M +300xV +300xS

: Number of overlap violations

: Number of instructor conflicts

: Number of room conflicts

: Number of proximity issues

: Number of unwanted timeslot violations
: Number of mutual exclusion violations

: Number of pattern violations

<2 NN~ O

: Number of same day violations

p, : Weight of overlap penalty(300)

p; + Weight of instructor conflict penalty(300)
p, + Weight of room conflict penalty(300)

p, : Weight of proximity penalty(2)

p,, : Weight of unwanted timeslot penalty(3)
D, ¢+ Weight of mutual exclusion penalty(2)

p, : Weight of pattern violation penalty(300)
p, : Weight of same day penalty(300)

By applying this function, we can objectively identify and favor schedules that represent a
significant optimization leap, thereby ensuring that each iteration of the GA is directed towards
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progressively enhanced timetabling solutions. The hard constraints are given an exponentially
higher value which has prevented significant breaking of any hard constraints. If breakage
does occur, a given population can also be rejected.

The inclusion of this evaluation mechanism has proven to be highly beneficial, yielding ap-
proximately a 15% increase in optimization efficiency overall. This improvement is attributed
to the function’s ability to discern subtle distinctions in schedule quality, guiding the GA’s
evolutionary operators to focus on modifications that yield tangible benefits. As a result, the
universal evaluation function not only facilitates a seamless transition between the determin-
istic optimization offered by the MIP model and the exploratory, adaptive nature of the GA
but also significantly amplifies the effectiveness of the entire optimization process. Through
this rigorous and quantifiable approach to evaluating and enhancing timetables, our solution
achieves an elevated level of optimization, effectively addressing the complex and dynamic
scheduling needs of academic institutions with unprecedented precision and success. Below is
the results of a sample dataset. In it the MIP comes starts with a value of 75000 < n < 90000
represented as the top min value and becomes more efficient over generations eventually giving
us enhanced schedule.

Mutation Operation

The mutation operation in our genetic algorithm plays a pivotal role in enhancing the solution’s
adaptability and diversity. This operation introduces a controlled randomness that is essential
for preventing the algorithm from converging prematurely on local optima, thus facilitating a
more exhaustive exploration of the solution space. By allowing class sections to switch timeslots
or patterns based on a predefined probability, the mutation function injects variability into
the population, which is crucial for the algorithm’s ability to discover and refine innovative
scheduling solutions.

This variability is not arbitrary but is guided by the underlying structure of the university’s
scheduling constraints, ensuring that any mutations align with the logistical and educational
parameters of the institution. For instance, when a class section transitions to a different pat-
tern, this change is not just a random shift but a calculated move to explore new scheduling
configurations that could offer improvements in terms of conflict reduction, resource optimiza-
tion, or overall timetable quality.

Moreover, the mutation operation’s sensitivity to the credit hours (minCredit) of classes en-
sures that the algorithm’s adjustments are contextually relevant, acknowledging that different
classes—based on their credit value—have varying levels of scheduling flexibility and impact.
This nuanced approach allows the algorithm to effectively balance the need for innovation with
the preservation of schedule feasibility and integrity, thus contributing significantly to the ge-
netic algorithm’s capability to evolve and adapt robust solutions in the dynamic landscape of
university course timetabling.

The mutation function probabilistically modifies the scheduling assignments within an indi-
vidual’s timetable to foster exploration of the solution space. For a given class section charac-
terized by its credit hours (minCredit), the mutation operation assesses whether to adjust its
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timeslot within the current pattern (e.g., MWF or TuTh) or to transition it to an alternative
pattern. This decision process is mathematically governed by a mutation probability (mutpb),
dictating the frequency and extent of these alterations. Formally, the operation is represented
as:

o For sections with minCredit 3, either:

— Retain the current pattern, selecting a new timeslot from the same set of days, or
— Switch to a different pattern, ensuring compatibility with the section’s requirements.

This mutation logic enhances the genetic diversity within the population, promoting the dis-
covery of potentially more effective scheduling arrangements.

Crossover Operation

The crossover function’s role extends beyond the mere combination of parent timetables—it
introduces a strategic blend of genetic diversity, crucial for the algorithm’s exploration and
exploitation balance. By categorizing class sections into distinct scheduling patterns, the func-
tion maintains the integrity of the course’s temporal structure, a key aspect given the unique
constraints of university timetabling. The selective exchange of subsets based on scheduling
patterns ensures that the resulting offspring inherits a feasible and coherent timetable struc-
ture, aligning with established academic norms and requirements. This methodical exchange
process is pivotal, as it underpins the genetic algorithm’s ability to generate new and poten-
tially optimal timetabling solutions, while respecting the hard constraints and optimization
goals set forth by the MIP phase. This intricate interplay between genetic diversity and oper-
ational feasibility enhances the algorithm’s capability to navigate the complex solution land-
scape, offering innovative scheduling arrangements that remain grounded in the practicalities
of academic scheduling. Through this dynamic process, the crossover function significantly
contributes to the genetic algorithm’s robustness, fostering an environment where novel solu-
tions can emerge, adapt, and thrive within the defined operational parameters of university
course scheduling.

The crossover function amalgamates the genetic information of two parent timetables to pro-
duce offspring with inherited characteristics. It categorizes class sections by their scheduling
patterns and executes pattern-specific exchanges at designated crossover points. Mathemati-
cally, this process involves:

o Partitioning each parent’s schedule into subsets based on the scheduling pattern,
o Exchanging these subsets between parents at selected indices to create new offspring
schedules.

Ensuring the offspring’s feasibility with respect to the university’s scheduling constraints is
paramount, with validity checks confirming adherence to the foundational rules established by
the MIP model.
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5.4 Integration with the MIP Framework

The GA’s mutation and crossover functions mathematically enrich the scheduling optimization
process by iteratively refining the solutions initially formulated by the MIP model. While the
MIP model constructs a viable and optimized foundation for the timetable, considering both
hard and soft constraints, the GA’s iterative enhancements aim to uncover and exploit new
scheduling configurations, offering a pathway to potentially superior solutions.

This hybrid optimization strategy leverages the deterministic capabilities of MIP and the
adaptive exploratory prowess of GAs, presenting a cThe Devastation of Iragomprehensive
solution to the complex challenge of university course timetabling. This dual-phase approach
ensures a robust and dynamic optimization framework capable of accommodating the diverse
and evolving scheduling needs of academic institutions.

6. Efficacy of the Reconstructive Multi-Objective Hybrid Approach

Our study’s results demonstrate the successful application and effectiveness of the Reconstruc-
tive Multi-Objective Hybrid Mixed Integer Genetic Algorithm Approach in addressing the
University Course Timetabling Problem (UCTTP). This approach significantly simplified the
initial complexity of UCTTP, enabling the efficient organization of courses into predetermined
academic timeslot patterns such as Monday-Wednesday-Friday (MWF') and Tuesday-Thursday
(TuTh). By leveraging these established scheduling frameworks, we observed a marked reduc-
tion in the optimization space, facilitating a more focused and effective solution strategy.

The integration of Mixed Integer Programming (MIP) with Genetic Algorithms (GAs) in a
hybrid model proved particularly advantageous. The MIP phase effectively tackled the multi-
objective aspects of the timetabling problem, focusing on accommodating soft constraints to
ensure a feasible and adaptable solution.? This foundation allowed the subsequent GA phase
to refine the timetable within the constraints established by the MIP model, introducing
adaptability and evolution to the optimization process. This innovative hybrid approach not
only optimized the timetable with precision but also demonstrated adaptability to dynamic
scheduling needs, setting a new benchmark for academic timetabling solutions.

3Initiating our Genetic Algorithm with a feasible solution confers multiple technical advantages. Primarily, it
constrains the initial search space to the realm of possible solutions, streamlining the algorithm’s convergence
towards optimal schedules by avoiding wasteful exploration of infeasible regions. This strategy accelerates
the convergence speed because the algorithm begins the optimization process closer to potential optimal
solutions. Moreover, it ensures that each generation maintains feasibility, focusing computational efforts on
enhancing solution quality rather than rectifying infeasibility. Such an approach is crucial for respecting
the hard constraints inherent to the University Course Timetabling Problem, such as room capacity and
instructor availability, guaranteeing that all solutions adhere to these non-negotiable requirements. Fur-
thermore, embedding heuristics within the GA’s operators enhances the effectiveness of the algorithm when
applied to feasible solutions, steering the exploration towards areas of the solution space that are likely to
yield higher fitness values. Lastly, this method promotes genetic diversity within the bounds of constraint
satisfaction, encouraging the algorithm to uncover innovative scheduling configurations that balance the
various objectives of academic timetabling.
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6.1 Comparison with Non-Reconstructive Models

In contrast, the non-reconstructive version of our model, which attempted to apply a tradi-
tional Algorithm without the initial restructuring provided before the MIP phase, encountered
significant challenges. Specifically, it ran into maximum recursion errors and failed to find
solutions during optimization attempts, indicating a struggle to efficiently navigate the com-
plex solution space of our UCTTP. This limitation underscores the intricate nature of the
timetabling problem and highlights the necessity of an advanced solver to manage such com-
plexity effectively. Moreover, when the GA was attempted on the non-reconstructed problem,
it struggled to find and optimal solution and the timeclock reached over 7 minutes for our
sample datasets before any convergence.

Although it is conceivable that a more advanced solver could mitigate these issues, this scenario
underscores the practical and theoretical advantages of our reconstructive hybrid approach.
By recomposing the problem and leveraging the strengths of both MIP and GAs, our method
not only avoids the pitfalls encountered by non-reconstructive models but also demonstrates
superior efficiency and adaptability in generating optimized academic schedules.

7. Case Study

To test our scheduling algorithm, we tested against three variants of previously optimized
schedules?. For this highlighted instance, we intentionally introduced conflicts into our sample
schedule at various points—specifically 9 instances—to verify the algorithm’s effectiveness in
generating valid schedules. We proceeded to block five time slots for faculty and create non-
intersection, to observe the algorithm’s adaptability. Additionally, we designated 5 classes to
be non-intersecting, with all tests yielding successful outcomes.

7.1 Detailed Case Study Results Analysis

Solver Outputs Overview

The solver’s efficiency and the quality of the solutions it provides are critical in evaluating
the effectiveness of the scheduling algorithm. Below, we break down the outputs from two
different model runs to highlight these aspects.

7.2 3 Credit Patterned Time Slot Output Summary

4For brevity, we are only highlight one of the three case studies. The second case study used was a different
year of two other departments that included Chemistry and Biology departments. In these cases we follow
the same protocol as the highlighted case study and had similar optimal results.

16

42



Metric Value

Objective Value 0.000
CPU Time (seconds) 0.02
Wallclock Time (seconds) 0.02
Nodes Enumerated 0
Total Iterations 0

e Interpretation: The optimal objective value of 0 indicates an ideal solution where all
constraints are met without any penalties. The swift resolution time demonstrates the
solver’s high efficiency.

7.3 1 Credit MIP Qutput Summary

Metric Value
Objective Value 14.000
CPU Time (seconds) 0.01
Wallclock Time (seconds) 0.01
Nodes Enumerated 0
Total Iterations 0

¢ Interpretation: An objective value greater than suggests minor conflicts or constraints
that could not be perfectly resolved, indicative of the model’s complexity.

7.4 Genetic Algorithm Performance

The genetic algorithm'’s ability to improve solutions over generations is crucial. The graph
below summarizes its progression over 30 generations.

7.5 Summary/Results

The detailed breakdown and analysis of solver outputs and the genetic algorithm’s perfor-
mance provide a comprehensive view of the scheduling optimization process. The rapid solver
convergence and the genetic algorithm’s continuous improvement over generations underscore
the potential of this hybrid approach in addressing complex scheduling challenges.

Following these validations, we embarked on a comparison between schedules crafted manually
and those generated by our algorithm. Like is common, we alter previous years schedules
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Genetic Algorithm Performance Over Generations
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Fig. 2 Genetic Algorithm Performance Over Generations. This graph tracks the performance
of the algorithm across generations, highlighting the average, minimum, and maximum
scores at each step. Key points are marked to indicate significant changes in the score
trend.
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with minor modifications to fit the current needs.(Babaei et al. 2015; Chen et al. 2023,
Samarathunga and Wellahetti 2023) This comparison spotlighted the maintenance of non-
overlapping courses as compared like the human version, showcasing the system’s ability to
create a coherent and conflict-free timetables rapidly. Such precision is vital to prevent issues
like double-booking, a key concern in effective timetable construction.

The algorithm’s strategic allocation of rooms—utilizing “RCE 228” for different classes at
varied times—further illustrates its capacity to optimize space while meeting logistical require-
ments. Additionally, its adept handling of one-credit or lab classes, particularly the alignment
of “ENGR-150-001_one_ credit” with its corresponding lecture, showcases an advanced level
of scheduling insight. This nuanced approach, which aligns related course components to fa-
cilitate student participation, may surpass the manual scheduling process that could overlook
such detailed interconnections.

In the broader context of our case study, the additional schedules analyzed also demonstrated
that the algorithm consistently meets or exceeds the standards set by traditional manual
scheduling. By delivering optimized schedules that account for the complexities of academic
timetabling, the algorithm not only achieves a high level of scheduling efficiency but also sup-
ports academic administrators by providing a reliable tool that enhances operational efficiency
and allows them to focus on other critical aspects of educational management. This alignment
with the goal of reducing the administrative burden on schedulers underscores the practical
value and transformative potential of the algorithm in the realm of academic scheduling.

The algorithm proves its robustness in structuring schedules that are not only well-organized
but also responsive to multiple scheduling dimensions, aligning with the core objectives of
academic timetabling. While defining “optimal” scheduling is subjective and dependent on
institutional priorities, the improvements in the algorithm-generated schedule point towards
significant strides in achieving a more optimal scheduling process. Continuous evaluation
against real-world feedback and performance metrics remains vital to ensuring the algorithm
meets the comprehensive needs of the academic community. In our case study, the optimiza-
tion model showcased its real-world efficacy on a dataset of 3 groups of around 40 classes,
demonstrating its ability to handle complex scheduling requirements efficiently. (Mokhtari et
al. 2021)

This integration of the GA, significantly enhancing the optimization score from roughly 90,000
to below 65,000 within about 5 seconds, illustrates a substantial improvement in the model’s
ability to refine and optimize complex scheduling scenarios. The GA’s collaboration with
MIP in this context not only demonstrates a marked improvement in managing university
course timetabling complexities but also signals a promising direction for future enhancements,
showcasing the potential of this hybrid approach to deliver efficient and effective academic
scheduling solutions. Below is the alternative to the human solution without any parameter
or hyper parameter tuning.
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7.6 Results Set 1

Section Name

Instructor

Timeslot

CSCI-160-001
ENGR-150-001
ENGR-250-001
ENGR-320-001
ENGR-365-001
ENGR-365-001
ENGR-370-001
MATH-221-001
MATH-230-001
MATH-365-001
PHYS-102-001
CSCI-200-001
CSCI-210-001
CSCI-210-001
CSCI-499-001
CSCI-499-001
ENGR-489-001
ENGR-499-001
MATH-091-001
MATH-091-001
MATH-112-001
MATH-113-001
MATH-113-001
MATH-130-001
MATH-130-002
MATH-130-002
MATH-155-001
MATH-155-001
MATH-255-001
MATH-270-001
MATH-344-001
MATH-344-001
MATH-499-001
PHYS-251-001
PHYS-261-001

CSCI-160-001_one_credit

ENGR-150-001 _one_credit
ENGR-250-001 one credit
ENGR-320-001 one_credit

Instructor A
Instructor B
Instructor C
Instructor B
Instructor D
Instructor D
Instructor C
Instructor D
Instructor D
Instructor D
Instructor E
Instructor A
Instructor A
Instructor A
Instructor A
Instructor A
nan
Instructor C
Instructor F
Instructor F
Instructor G
Instructor G
Instructor G
TBD

TBD

TBD
Instructor G
Instructor G
Instructor H
Instructor G
Instructor G
Instructor G
Instructor D
Instructor I
Instructor J
Instructor A
Instructor B
Instructor C
Instructor B
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MW F - 10:10AM
M W F - 10:10AM
MW F - 3:35PM
MW F-11:15AM
MW F - 8:00AM
Tu Th - 8:00AM
MW F -10:10AM
MW F - 10:10AM
MW F - 3:35PM
MW F - 12:20PM
MW F - 10:10AM
MW F - 8:00AM
M W F - 8:00AM
Tu Th - 8:00AM
MW F - 3:30PM
Tu Th - 3:30PM
M W F - 10:10AM
MW F - 1:25PM
MW F - 9:30AM
Tu Th - 9:30AM
MW F - 10:10AM
M W F - 2:00PM
Tu Th - 2:00PM
M W F - 10:10AM
M W F - 8:00AM
Tu Th - 8:00AM
MW F - 3:30PM
Tu Th - 3:30PM
MW F - 8:00AM
MW F-11:15AM
MW F - 11:00AM
Tu Th - 11:00AM
MW F - 2:30PM
MW F-11:15AM
M W F - 12:20PM
W - 9:05AM

M - 9:056AM

F - 9:056AM

Th - 12:30PM



Section Name Instructor Timeslot
ENGR-365-001 one credit Instructor D M - 9:05AM
ENGR-370-001 one credit Instructor C Tu - 12:30PM
MATH-221-001 one credit Instructor D Th - 12:30PM
MATH-230-001 one credit Instructor D Tu - 12:30PM
MATH-365-001 one credit Instructor D W - 9:05AM
PHYS-102-001_one_credit Instructor E F - 9:05AM
MATH-081-001 Instructor ¥ F - 9:05AM
MATH-083-001 Instructor F W - 9:056AM

8. Conclusion

The integration of a Genetic Algorithm (GA) into our university course timetabling solution
represents a strategic enhancement to the scheduling optimization process, building upon the
foundational work laid out by the latest advancement in the field. The MIP model, with its
focus on multi-objective optimization, primarily addresses soft constraints to establish a simple
yet feasible timetable. While other models have been tested on more extensive datasets with
more complex constraints, ours demonstrates that this recomposition model effectively opti-
mizes while maintaining adaptability and could lead to further optimizations through this or
similar reconstructive approaches. Our MIP approach ensured that the foundational timetable
not only meets basic scheduling requirements but also provides a degree of flexibility in accom-
modating preferences and minimizing conflicts, thus emphasizing simplicity and feasibility in
the initial scheduling solution.

Following this, the GA’s mutation and crossover functions come into play, iteratively refining
this initial solution while still accounting for the recomposed nature of the problem. By lever-
aging new scheduling configurations and exploring the solution space beyond the confines of
the MIP model, the GA seeks to enhance the timetable’s overall quality, potentially uncover-
ing superior solutions that were not initially apparent. This hybrid optimization framework
marries the deterministic precision of MIP with the adaptive, exploratory nature of GAs, cre-
ating a comprehensive and dynamic approach to tackling the complex challenge of university
course timetabling.

Such a dual-phase strategy ensures a robust optimization framework capable of evolving along-
side the diverse and changing needs of academic institutions. It offers a structured yet flexible
approach to timetabling that adeptly navigates the myriad constraints and objectives inherent
in academic scheduling. It also models constraints alongside the distributed process of schedul-
ing within higher education. Through balancing various objectives, the model crafts schedules
that not only adhere to room capacity and faculty availability but also respect the myriad
preferences and requirements of the university community. This reconstructive optimization
process adeptly manages scheduling across different class complexities, resulting in optimized
timetables that facilitate an enhanced educational experience for both faculty and students,
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and underscores the model’s capacity to deliver practical, optimized scheduling solutions in a
complex academic landscape.
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Abstract

In today’s fast-moving tech landscape advancements are happening at a fast pace. These
advancements come with new opportunities to make our lives easier. However, alongside
the rise of these new technologies also comes the introduction of new threats. So, it is
important that security trends evolve along with the fast-paced development of
technology. Most security today is based on traditional physiological biometrics like
fingerprint and iris scans. While this is effective to an extent, it is not adequate as there are
ways this type of authentication can be breached. This research study explores behavioral
biometric authentication using machine learning. It aims to answer the question: How can
behavioral biometrics combined with machine learning techniques provide a strong
defense to counter modern cyber threats? This project will present an analysis of various
behavioral traits, such as keystroke dynamics, mouse movements and gait analysis using
machine learning techniques. These techniques include feature extraction, model training,
and validation. Through the application of these techniques, this project provides an
analysis of these behavioral characteristics, demonstrating their potential in developing
more robust and adaptive security frameworks that offer greater protection against
emerging threats.

Keywords: Machine Learning, Behavioral Biometrics, Continuous Authentication, Mouse

Dynamics, Gait analysis, Touch Dynamics.
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1.

Introduction

The development of technology coinciding with improved ambient devices such as
sensors and smart phones has led to a rapid development of smart environments [1].
Security systems should in turn evolve with this growth as old methods that relied on
knowledge of secrets such as password and pin codes come with some limitations in
terms of security and usability [2]. An example of this limitation is a guess attack where
an attacker guesses the user’s credentials as most people tend to choose simple PINs
like their birth dates as their credentials. In worse cases users leave their devices
without any form of protection by opting not to use a password [3]. More than 555
million passwords have been obtained through data breaches and exposed to the
public domain. Some 27% of those surveyed in a Google poll admitted attempting to
guess the passwords of others, 17% of whom claimed to have succeeded, and,
according to one report, 80% of hacking incidents are enabled by stolen and reused
login information, 81% of which at the company level are caused by the many poor
passwords among the 300 billion in use [5].

To combat this issue, new research has started proposing the use of behavior-based
authentication means such as keystroke dynamics, phone movement and gait touch as
a replacement of passwords for user authentication. Behavioral biometrics require
minimal interaction during the authentication process, resulting in an increase in user
acceptability [3]. Keystroke dynamics, for example, refers to the unique patterns of
rhythm and timing-based features that are created when a user types on a touchscreen
in computing devices such as mobile devices [4].

This paper discusses how continuous behavioral biometrics can be implemented and
the improvements it brings. An implicitly continuous reauthentication method should
keep authenticating the user, in addition to the initial login authentication, without
interrupting users. This can detect an adversary once he gets control of the smartphone
and can prevent him from accessing sensitive data or services via smartphones, or
inside smartphones. One such systems that employs this system is SmarterYou.
SmarterYou enables implicit, continuous authentication as a background service, when
the users use smartphones.

Background

The rapid growth of digital technologies and the rise of advanced cyber threats have
exposed significant limitations in traditional authentication methods, such as
passwords and PINs. These methods are highly vulnerable to breaches, guessing
attacks, and misuse [2]. Additionally, poor usability, password fatigue, and weak user
practices exacerbate their shortcoming [2] [3]. Biometric computer authentication
offers an advantage over password and access card authentication in that it is based on
something you are, which is not easily copied or stolen [13]. These include such as
keystroke rhythms, mouse dynamics, and gait patterns, to provide continuous and
adaptive authentication [4] [9]. Unlike traditional methods, behavioral biometrics
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passively monitors user behavior without interrupting workflows, making it harder for
attackers to mimic legitimate user [9] [11]. The increasing adoption of IoT devices and
smart environments further underscores the need for research in this area, as these
devices demand seamless, scalable, and continuous authentication solutions. However,
challenges such as data variability, privacy concerns, and real-time processing
constraints hinder widespread adoption [9] [14]. Research into advanced machine
learning techniques can address these challenges by enabling systems to extract
meaningful features, adapt to user behavior changes, and detect threats [12]. By
advancing behavioral biometrics secure authentication systems that meet the demands
of today’s evolving technological landscape can be developed.

Systematic Review Methodology

Research Questions

The primary goal of this literature review is to analyze the advancements and
challenges in continuous user authentication using behavioral biometrics.

RQ1: What behavioral traits have been most commonly explored for continuous
authentication, and what are their strengths and limitations?

RQ2: What methodologies and models are used for feature extraction and classification
in continuous authentication systems?

RQ3: What challenges exist in implementing continuous authentication systems, and
how are these being addressed?

Literature Selection
The literature search was conducted in three phases: identifying phase, diversity phase
and summary phase.

Identifying phase

The review sourced journals and research papers from academic search engines. These
engines included google scholar, IEE to name a few. The keywords used in the search
process were behavioral biometrics, continuous authentication and machine / deep
learning. This made the pool of papers generated closely related and addressing
different approaches to the topic.

Diversity phase

In this phase, the selected papers aimed to get wide-ranging approaches,
methodologies, and applications of continuous authentication using behavioral
biometrics. By emphasizing diversity, this phase ensured that the literature review did
not overlook smaller areas e.g authentication in smart watches [7].
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Summary phase

Every paper was summarized into three categories, namely: overview, dataset,
methodology, and limitations. The overview provided a general understanding of the
study's objectives, scope, and key findings, while the dataset section detailed the data
sources, collection methods, and sample characteristics used in each research. The
methodology section focused on the machine learning models, feature extraction
techniques, and evaluation metrics applied, and the limitations highlighted challenges.

Thematic Analysis and Feature Extraction Techniques

Continuous authentication leverages behavioral traits unique to individuals to validate
their identity dynamically. Unlike traditional biometric methods such as fingerprints or
facial recognition, behavioral biometrics focuses on patterns in user interactions,
offering the advantage of passive and continuous monitoring. This ensures a higher
level of security, as authentication is not limited to a single point in time but runs
throughout a session. This section talks about various behavioral modalities used in
continuous authentication, highlighting their unique characteristics, advantages, and
limitations. The modalities discussed include:
e Keystroke Dynamics: Typing patterns that capture timing and rhythm during
text input.
e Mouse Dynamics: Movement and interaction patterns with a mouse or other
pointing devices.
e Touch Dynamics: Gestures, pressure, and interaction styles on touchscreens.
e Gait and Motion Patterns: Physical movement traits measured via sensors like
accelerometers and gyroscopes.

Keystroke Dynamics

Keystroke dynamics refers to the unique patterns of rhythm and timing-based features
that are created when a user types on a touchscreen in computing devices such as
mobile devices [4]. The biometric system uses a pattern recognition system to classify
users based on their physical and behavioral characteristics [12]. This type of system
uses artificial intelligence to differentiate legitimate users and illegitimate users [10].

As illustrated in fig 1., features commonly extracted includes dwell time—the duration
a key is pressed—flight time, which is the interval between releasing one key and
pressing the next [8], and typing speed and error rate, all of which can vary among
users. Keystroke-based authentication offers advantages such as easy data collection,
since no additional hardware is required beyond standard keyboards or touchscreens,
and it is non-intrusive, integrating seamlessly into existing workflows [15]. However,
challenges include the variability of typing patterns, which can be influenced by factors
like stress, fatigue, or different keyboard types [16]. Additionally, the way in which an
individual types on a keyboard is considered less permanent than other traits, such as
physiological biometrics (e.g., facial and fingerprint recognition) [16]. The need for
sufficient data, as shorter text inputs may not provide enough variability to ensure
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reliable authentication, is also a limiting factor. There are also privacy concerns with
this form of authentication [17].

Dwelling Time Flight Time
press release press release press release

YT 4T

l?ﬂﬁﬁ(

Fig 1. dwell time and flight time of keystroke dynamics

Mouse dynamics

Mouse dynamics refers to the analysis of user interactions with a pointing device, such
as a mouse or trackpad, capturing behavioral patterns like cursor movement
trajectories, speed, acceleration, click frequency, and drag-and-drop behaviors [9].
These interaction characteristics are considered relatively unique to individuals,
making mouse dynamics a viable form of behavioral biometric for user authentication
[18].

Features analyzed in this form of authentication include cursor movement (trajectory,
speed, acceleration), click frequency (patterns of left and right clicks), and drag-and-
drop behavior as illustrated in fig. 2. By combining these features with machine learning
algorithms like SVMs and Random Forests, a high accuracy system is developed and
there is rapid detection of impostors [20]. Unlike traditional methods, mouse dynamics
enable continuous monitoring during regular activities without requiring specialized
hardware, making them both non-intrusive and cost-effective [19]. However, one
drawback of this approach is task dependency (browsing versus gaming, for example)
and hardware variability, since different pointing devices (trackpads vs. mice) may yield
inconsistent data [9].
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Fig 2. Tracking mouse actions w.r.t X, Y plane

Touch Dynamics

Touch dynamics, as shown in fig. 3, analyzes how users interact with touchscreens by
capturing features such as swipe patterns (speed, direction, and consistency), tap
pressure and duration, and multi-touch gestures like pinch, zoom, and rotation [6]. This
form of behavioral biometric is well-suited for mobile devices like smartphones and
tablets, using their touch interfaces for seamless integration. Touch dynamics provide
a high degree of personalization since interaction styles tend to be unique to individuals
[21]. Research indicates that specific features like average swipe velocity and the
largest deviation from end-to-end line are particularly effective in user authentication,
as these characteristics remain distinct across individuals [21].

However, challenges such as hardware sensitivity where variations in touchscreen

responsiveness across devices can affect data consistency and context variability, can
affect the validity of this form of authentication.
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Fig 3. user interactions with touchscreen

Gait Dynamics

Gait and motion patterns rely on data from sensors like accelerometers, as illustrated
in fig. 4, and gyroscopes to identify individuals based on their physical movements, with
features analyzed including step length and cadence, body orientation measured
through gyroscopic data, and motion variability over time [11]. Research highlights the
effectiveness of gait-based biometrics, showing that accelerometer-based systems can
achieve an accuracy of over 90% in ideal conditions by focusing on metrics such as
stride patterns and stability [22]. These systems, commonly integrated into mobile and
wearable devices, allow for passive data collection in the background without user
involvement. It also clearly identifies unique users as walking styles are different.
However, challenges such as environmental influences like variations in sensor
placement, and the inability to authenticate when users are stationary can be a limiting
factor. Additionally, the reliance on device-specific sensors can introduce variability in
data quality and impact performance [22]. Recent advances suggest that combining
gait data with other modalities, such as community-driven data for personalized
modeling, can enhance robustness and adaptability in diverse settings, further
improving the practicality and reliability of gait-based biometric systems [23].
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5. Data Extraction and Processing

Effective behavioral biometric systems rely heavily on robust data collection and
thorough cleaning processes to ensure the reliability of machine learning models.

Keystroke Dynamics

Keystroke dynamics data is collected by recording the timing patterns of users' typing
behavior, capturing features like dwell time (time a key is pressed), flight time (time
between releasing one key and pressing another), and typing speed. Collection is often
done through custom applications or frameworks, such as the iProfile app (illustrated
in fig. 5), which records keypress events along with metadata like timestamps, pressure,
and coordinates [4]. Publicly available datasets, such as HMOG, also provide rich data
sources for evaluating keystroke dynamics, including thousands of keypress events
collected in controlled settings across various tasks like reading, typing, and navigation
[26]. Cleaning the collected data involves several critical steps to ensure accuracy and
consistency. Noise removal techniques are applied to address inconsistencies caused
by irregular typing behaviors, device variations, or environmental factors. For instance,
outlier detection methods, such as interquartile range (IQR) filtering and z-score
analysis, are commonly used to eliminate anomalous data points [4] [26].
Normalization processes, such as scaling features like timing intervals and pressure to
a standard range, ensure uniformity across datasets, particularly when integrating data
from multiple users or devices [5]. Segmentation of typing data into fixed-length
sequences or windows is another important preprocessing step. This method ensures
that input samples are comparable across users, enabling models to analyze keystroke
patterns within consistent contexts. Feature extraction algorithms are then used to
derive advanced metrics, such as n-graph timing and spatial data, which enhance the
robustness of user authentication models [5][26].
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Fig 5 iProfile app allows the users to type the passcode via
the virtual keypad.

Mouse Dynamics

Mouse dynamics data collection typically involves monitoring user interactions with a
pointing device, such as a mouse or trackpad, through specialized software that
captures raw events like cursor movements, clicks, and drag-and-drop actions. For
example, in one study, data was collected by intercepting low-level mouse events,
including event types, timestamps, and coordinates, which were then aggregated into
higher-level features, such as movement trajectories, angles, and speeds as shown in
fig. 6 [9] [18]. Public datasets, offering pre-recorded mouse activities performed under
various real-world conditions were also used [19]. Cleaning the raw data involves
several preprocessing steps to ensure accuracy and usability for machine learning
models. Noise introduced by device inconsistencies, such as varying mouse sensitivities
or environmental factors, is addressed using filters like median smoothing and
normalization techniques. Data discretization is another critical step, where continuous
variables like angles, speeds, and distances are divided into fixed intervals, such as angle
bins or pixel ranges, to reduce variability and enhance feature extraction [9] [20].
Outlier detection methods, such as analyzing high-percentile movement speed
distributions, help remove anomalous data caused by unintended user actions [9].
Segmentation of mouse actions into specific categories, such as "Point and Click" or
"Drag and Drop," ensures that models can focus on distinct behavioral traits during
analysis. Additionally, the construction of histograms to summarize features like
movement direction, elapsed time, and speed distributions aids in capturing the
essence of user interaction patterns [20].
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Touch Dynamics

Data collection for touch dynamics primarily involves using the built-in sensors of
mobile devices, such as touchscreens and accelerometers, to record user interaction
patterns, including swipe gestures, tap pressure, and duration. These interactions,
highlighted in fig. 7 are captured during various user activities to create datasets
representing diverse behavioral patterns. For instance, the Touchstroke system collects
data in controlled settings, recording user interactions under different conditions (e.g.,
sitting, walking) to ensure variability and robustness in the dataset [3]. Cleaning the
collected data involves several critical steps to enhance its quality and ensure reliability
for model training. Noise introduced by hardware inconsistencies or environmental
factors is addressed using filtering techniques, such as low-pass and median filters.
Additionally, techniques such as Z-score analysis and interquartile range (IQR) filtering
are employed to detect and remove outliers caused by irregular user interactions or
device errors, ensuring a cleaner dataset [23].

Alignment of data across sensors is another vital preprocessing step, particularly for
multimodal datasets that combine touch interactions with sensor readings like
orientation and accelerometry. Data normalization methods, such as min-max scaling,
are used to bring features into a uniform range, facilitating better model performance
during training [22]. Segmentation of continuous data into fixed-length windows
ensures consistency and enables models to analyze user behavior over comparable
timeframes.
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Gait Dynamics

Data collection typically involves the use of inertial measurement units (IMUs), such as
accelerometers and gyroscopes, embedded in mobile devices and wearables to capture
motion patterns like step frequency, stride length, and body orientation [11]. Publicly
available datasets like whuGAIT and OU-ISIR are widely utilized, as they provide
standardized protocols and diverse samples, enabling the benchmarking of different
models and preprocessing techniques [27]. However, challenges like sensor placement
inconsistencies (e.g., pocket versus wrist) and environmental noise make preprocessing
during the cleaning phase a bit more challenging. Data cleaning begins with noise
removal, as illustrated in fig. 8, to handle artifacts caused by device malfunctions, user
behavior, or environmental factors. Techniques such as low-pass filters are employed
to smooth accelerometer signals, while median filters address spikes in gyroscope data.
Outlier detection methods, including z-score analysis and interquartile range (IQR)
filtering, are applied to identify and remove irregular data points, ensuring that
anomalous readings do not skew the models’ performance [11].

Another critical step is aligning and segmenting the collected data into fixed-length
windows, which bypass the need for precise gait cycle detection—an error-prone
process due to variability in sensor sensitivity and placement. This segmentation
ensures consistent input for models, allowing them to focus on key temporal and spatial
patterns [27].
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6. Machine Learning Techniques

After processing behavioral data, it has to be converted into actionable authentication
decisions. This section discusses the different approaches employed supported by
insights from the referenced research papers.

Keystroke Dynamics

Support Vector Machines (SVMs) are a popular choice, utilizing hyperplane
optimization to classify user behaviors such as keystroke dynamics. For instance, SVMs
with multi-class classification and one-vs-one decision functions demonstrated
effective user authentication through keystroke data, supported by feature selection
techniques like minimum redundancy maximum relevance (mRMR) to enhance
classification performance [4] [5]. Ensemble methods, including Random Forest
Classifiers (RFC) and Gradient Boosted Classifiers (GBC), have shown superiority in
continuous authentication scenarios, particularly in keystroke dynamics, due to their
ability to capture non-linear patterns and handle noisy data [26]. Additionally,
probabilistic models like Naive Bayes and clustering techniques such as k-means have
been employed for tasks like trajectory dissimilarity analysis in mouse and keystroke
dynamics, achieving high accuracy while addressing variances in user behavior [5].
These techniques, combined with preprocessing methods like data normalization and
outlier detection, create robust systems capable of adapting to the dynamic nature of
behavioral biometrics [4] [26].

7. Mouse Dynamics
Naive Bayes classifiers have been applied, leveraging probabilistic modeling to analyze
features like movement speed, acceleration, and double-click intervals for anomaly
detection in user behavior [9]. Support Vector Machines (SVMs) have been widely
adopted due to their ability to handle high-dimensional data and deliver strong
classification performance; for instance, they are used with Gaussian kernels to classify
mouse movement patterns, achieving low false acceptance and rejection rates [19]
[20]. Decision Tree Learning and Random Forest Classifiers have also been employed,
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providing interpretable models and robustness against noisy data, especially when
analyzing complex features like drag-and-drop actions and movement directions
[19][28].

Additionally, hybrid approaches using clustering algorithms like k-means and score-
level fusion techniques have demonstrated efficacy in adapting to user behavior
variability [20]. These machine learning models, combined with advanced
preprocessing techniques such as histogram-based feature extraction and dynamic
binning of data, enable systems to efficiently classify user behavior while maintaining
adaptability and robustness in diverse real-world scenarios [21].

Touch Dynamics

Methods like Support Vector Machines (SVMs) and Random Forests are commonly
employed for feature classification, as they effectively handle the high-dimensional
data generated from sensory inputs [3] [22]. Neural networks, including Convolutional
Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks, have been
utilized to capture temporal and spatial features from continuous data streams,
enabling precise modeling of user-specific patterns [23]. Semi-supervised approaches,
such as self-learning frameworks and clustering techniques, have been adopted to
address challenges in labeled data scarcity by leveraging community-driven data to
personalize models [23]. Bayesian classifiers and Gaussian Mixture Models (GMMs)
also play a critical role in probabilistic modeling for touch dynamics, especially in
detecting anomalies in user behavior [3]. Together, these machine learning
methodologies provide robust frameworks for continuous, non-intrusive, and adaptive
authentication systems tailored to individual user behaviors.

Gait Dynamics

Traditional methods often relied on Support Vector Machines (SVMs) and Decision
Trees, which effectively analyzed extracted features like step frequency and stride
length but faced limitations in handling complex temporal dynamics [11]. Transformer-
based architectures have emerged as state-of-the-art solutions for gait recognition due
to their ability to process long sequences in parallel and capture global dependencies
through self-attention mechanisms [32]. Variants like Informer and Autoformer have
been tailored for time-series data, reducing computational complexity and enhancing
memory efficiency [27]. Feature fusion techniques, such as combining gait data from
multiple sensors (e.g., accelerometers and gyroscopes), further enhance model
robustness by integrating complementary information, as seen in multimodal systems
[11]. These advances underscore the growing potential of deep learning and
transformer-based models in refining gait-based biometric authentication systems,
ensuring higher reliability and adaptability in diverse environments.

8. Discussion & Analysis
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Keystroke Dynamics

Features

Keystroke dynamics analyze typing behavior, focusing on
dwell time (duration a key is pressed), flight time (interval
between releasing one key and pressing another), typing
speed, and error rate [1].

Advantages

Non-intrusive, integrates seamlessly with workflows,
requires no additional hardware, and supports passive
data collection [1].

Applications

Commonly used for authentication on keyboards and
touchscreens, enhancing security for banking systems,
enterprise access control, and personal devices [24].

Insights

Offers effective authentication when consistent input is
available, with typing speed and rhythm providing
individualization. [14].

Data Collection

Captured using software-based keystroke logging tools or
datasets such as HMOG, which collect typing activity in
real-world conditions [4].

Machine Learning
Models

SVMs, Random Forests, Naive Bayes, CNNs, Autoencoders,
and Deep Belief Networks (DBNs) are used for feature
classification and anomaly detection [4][30].

Mouse Dynamics

Features

Mouse dynamics capture user interactions with pointing
devices, such as cursor trajectories, speed, acceleration,
click frequency, and drag-and-drop behavior [29].

Advantages

Enables continuous monitoring without requiring
specialized hardware, cost-effective, and highly adaptable
to various tasks [18].

Applications

Primarily used for authentication during computer and
web usage, offering security for shared systems, multi-user
environments, and secure networks [19].

Insights

Achieves high accuracy using ML algorithms like SVM and
Random Forests, with rapid impostor detection and
adaptability to different usage patterns [28].

Data Collection

Captured using logging tools that track real-time mouse
events such as movement trajectories, click timestamps,
and acceleration curves [28].

Machine Learning
Models

Decision Trees, Random Forests, Hidden Markov Models
(HMM), and Deep Learning-based hybrid approaches like
CNN-RNN fusion. [28][19][20].

Touch Dynamics

Features

Touch dynamics analyzes interaction with touchscreens,
including swipe patterns (speed, direction, and
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consistency), tap pressure and duration, and multi-touch
gestures like pinch, zoom, and rotation [25].

Advantages

Provides high personalization due to distinct touch
interaction styles, integrates seamlessly with mobile
devices, and is effective for touch-based authentication
[25].

Applications

Applied in authentication for smartphones, tablets, and
other touch-based devices, and widely used for securing
mobile banking applications and app-based services
[25][31].

Insights

Demonstrates reliability through features like swipe
velocity and end-to-end deviation, capitalizing on the
ubiquity of touch-based devices for user authentication
[25]

Data Collection

Captured via mobile sensors such as capacitive
touchscreens, gyroscopes, and accelerometers in real-time
logging applications [31].

Machine Learning
Models

CNNs, LSTMs, Bayesian Classifiers, Gaussian Mixture
Models, and hybrid deep learning frameworks leveraging
self-learning models for behavioral adaptation [25].

Gait Dynamics

Features

Gait and motion patterns rely on sensors like
accelerometers and gyroscopes to analyze traits such as
step length, cadence, body orientation, and motion
variability over time [11][27].

Advantages

Allows passive data collection without user involvement, is
suitable for wearables and mobile devices, and leverages
the uniqueness of walking styles for robustness [11].

Applications

Employed in authentication through wearables and mobile
devices, as well as healthcare monitoring and fitness
tracking [32].

Insights

Studies show over 90% accuracy under ideal conditions,
particularly for stride patterns and stability. Combining gait
data with other modalities improves reliability and
adaptability [27].

Data Collection

Collected via inertial measurement units (IMUs) such as
accelerometers and gyroscopes embedded in
smartphones, smartwatches, or dedicated wearable
devices [32].

Machine learning
Models

RNNs, Transformer-based architectures (Informer,
Autoformer), Autoencoders, and CNN-RNN hybrids for
sequential gait analysis [11][27][32].
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Table 1. comparative analysis of behavioral biometric modalities

Table 1 provides a comparative analysis of four behavioral biometric modalities:
keystroke dynamics, mouse dynamics, touch dynamics and gait dynamics. It outlines
key aspects such as definitions, features, advantages, challenges, applications, data
collection methods, preprocessing techniques, machine learning models, and
performance outcomes. This table serves as a good reference for understanding how
these biometrics work individually.

Limitations/Challenges

Behavioral biometrics often requires extended data collection periods to create a
reliable user profile. Long data collection times reduce the practicality of real-time
systems, especially for high-security applications [9] [25] [23]. “Current span of an hour
to two hours is probably too long to be actually deployed for security extension, as an
intruder may harm or exploit the system in much shorter duration” (C. Yoon, D. Kim,
2009). Behavioral biometric systems also face challenges due to the natural variability
in human behavior across different sessions. Factors such as mood, physical condition,
stress levels, or environmental changes can significantly impact patterns like typing
rhythm, touch gestures, or gait. For instance, a user feeling fatigued might type more
slowly or interact differently with a touchscreen compared to when they are alert.
These variations can lead to an increase in false positives, where legitimate users are
incorrectly rejected, or false negatives, where intruders are mistakenly accepted. Such
inconsistencies highlight the need for adaptive models that can account for behavioral
fluctuations over time, improving the system's robustness and reducing error rates [24]
[21][19]. Behavioral biometric systems are highly sensitive to variations in device
hardware and the context of use. Differences in hardware, such as mouse sensitivity
settings, screen size, touchscreen responsiveness, or even sensor calibration in
wearables, can lead to inconsistencies in the data collected. For instance, a user
interacting with a high-resolution touchscreen may produce different touch dynamics
compared to using a less responsive device, which can impact the accuracy of
authentication systems. Similarly, context, such as whether the user is sitting, standing,
or walking, can influence behavioral patterns like touch pressure, swipe velocity, or gait.
Such variability poses challenges in maintaining a consistent feature set across different
devices and environments. Addressing these challenges requires sophisticated
normalization techniques or models capable of adapting to diverse hardware and
contextual conditions to ensure reliable performance [24][25]. Continuous monitoring
of behavioral data introduces significant ethical challenges, particularly regarding user
consent and data security. The constant collection of sensitive behavioral information,
such as keystroke patterns, touch gestures, or movement data, raises privacy concerns,
as users may feel uneasy about being continuously tracked without explicit and ongoing
consent. Additionally, the risk of data breaches or unauthorized access to this
information could deter users from adopting such systems, especially if the collected
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data includes highly personal traits. Ensuring transparency, secure data handling, and
offering users control over their data are essential steps in addressing these concerns
and promoting trust in behavioral biometric systems [9][15]. One of the key challenges
in developing behavioral biometric systems is acquiring sufficiently large and diverse
datasets for training and testing. Small or biased datasets can limit the reliability of
models and hinder their ability to generalize effectively to new users or varying
conditions. For instance, if a dataset lacks variability in user demographics, device
types, or interaction contexts, the resulting models may perform poorly when deployed
in real-world scenarios. Additionally, collecting behavioral data often requires
prolonged and consistent user participation, which can be difficult to achieve. These
limitations not only affect the robustness of the models but also complicate efforts to
evaluate their effectiveness comprehensively [9][6][20].

10. Conclusion

This paper provides a literature review of continuous user authentication with
behavioral biometrics via machine learning. It discusses the unique user patterns used
to authenticate such as keystroke dynamics, mouse dynamics, touch gestures, and gait.
These systems offer significant advantages, including passive monitoring, higher
personalization, and seamless integration with modern devices, making them well-
suited to meet the demands of an increasingly connected world. While all these are
highlighted, there is room for improvement through more studies as these drawbacks
are delaying the widespread implementation of this for of authentication. Variability in
user behavior, sensitivity to hardware and environmental conditions, ethical concerns
around privacy, and the need for large, diverse datasets for robust machine learning
models are just some of the issues that are slowing down progress. Despite these
challenges, advancements in feature extraction, adaptive machine learning models,
and multimodal systems show some promises in overcoming the challenges. To
address these issues, future research should explore developing models that adapt to
changing behavioral metrics that can affect results caused by factors like stress, fatigue,
or environmental changes. Another area of research should be integrating behavioral
biometric authentication with the already existing traditional systems to boost
resilience. As cyber threats continue to evolve, the importance of robust authentication
systems is a top priority. Behavioral biometrics, powered by machine learning,
represents a critical step toward developing secure, scalable, and user-friendly
authentication frameworks. With continued research, a safer digital environment can
be created that is both scalable and accessible.
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Abstract

Sales forecasting is critical to business success, serving as a foundation for anticipating
future trends and optimizing inventory management and marketing strategies. By
predicting sales trends, businesses can streamline operations, optimize inventory levels,
and allocate resources more effectively. Recognizing the importance of sales forecasting,
this project aims to leverage historical sales data to develop a robust and reliable sales
forecasting system.

This manuscript details the design and development of a web application system for
Walmart store sales forecasting. The project utilizes the Walmart Recruiting - Store Sales
Forecasting dataset, available on Kaggle, for training and testing purposes. This dataset
includes historical sales data from February 5, 2010, to November 1, 2012, from 45
Walmart stores across various regions, spanning multiple departments. It contains key
information such as store numbers, department numbers, dates, weekly sales, and holiday
indicators.

The web application enables users to select specific stores and departments to view weekly
sales forecasts. It offers visualizations of past sales trends, including year-over-year
comparisons, which provide valuable insights such as peak sales periods, trends, or
anomalies identified by the model. Additionally, the system displays performance metrics
like RMSE to build user trust and confidence in the predictions. The forecasting model
uses XGBoost to enhance predictive accuracy, with data preprocessing and analysis
handled using Pandas.

The project employs modern technologies, including React HTML, and CSS for the

frontend, and Python, Flask, and MySQL for the backend. The application is deployed on
a Linux server for efficient and reliable performance.
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1 Introduction

In the retail industry, accurate sales forecasting is critical to optimizing inventory
management, resource allocation, and overall business operations. By predicting sales
trends, companies can make informed decisions to align their stock levels with customer
demand, improving both efficiency and profitability. For example, in inventory
management, sales forecasts help retailers avoid overstocking or stockouts, ensuring that
the right products are available at the right time. In marketing, forecasts enable businesses
to plan promotional campaigns more effectively by identifying peak sales periods and
customer preferences. Additionally, sales forecasting plays a vital role in financial
planning, allowing companies to allocate budgets and resources more efficiently, thereby
enhancing long-term financial stability.

To explore the machine learning techniques in the sales forecasting, this project leverages
a dataset from Kaggle's "Walmart - Recruitment Prediction Competition", which provides
comprehensive historical sales data from multiple retail stores. The dataset is provided in
".csv" format and includes four main tables: stores.csv, train.csv, test.csv, and features.csv.
The stores.csv file contains detailed information about 45 stores, including store types (e.g.,
Type A, B, C) and sizes, which are crucial for understanding the scale and characteristics
of each store. The train.csv file serves as the historical training data, covering weekly sales
from February 5, 2010, to November 1, 2012. This file includes store IDs, department IDs,
weekly sales figures, and holiday indicators, providing a foundation for training the
forecasting model. The test.csv file is structurally similar to the train.csv file, but excludes
weekly sales, making it suitable for evaluating the model's performance on unseen data.
Finally, the features.csv file provides additional contextual data related to store,
department, and regional activities, such as temperature, fuel prices, promotional
markdowns, and economic indicators like the Consumer Price Index (CPI) and
unemployment rates. These features are essential for capturing external factors that
influence sales trends.

In our approach, we developed a web-based system that allows users to review sales
projections for various stores and departments. In this regard, it offers a visualization of
historical sales trends, also including year-over-year analysis. It shows information about
peak sales seasons, trends, and anomalies identified by the model. Additionally, the system
evaluates model performance using metrics such as Root Mean Squared Error (RMSE)[1],
Mean Absolute Error (MAE), and Coefficient of Determination (R?), enhancing user
confidence in the predictions. The forecasting model uses XGBoost[2], a powerful machine
learning algorithm known for its efficiency and accuracy, combined with optimization
techniques to achieve optimal performance.

2 Requirements
The system is designed to facilitate sales forecasting and analysis by allowing users to
upload, process, and visualize sales data. Key features include log in, log out, real-time

data updates, interactive forecast visualization, data management and downloadable
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reports. Through these functionalities, the system enhances decision-making by providing
accurate and timely sales predictions.

2.1 Data visualization

Sales Forecasting Visualization

1. Data Table — The Data Table displays the forecasted results generated during the model
training phase using the test dataset provided by Kaggle. This dataset includes detailed
information such as store IDs, department IDs, predicted weekly sales, and other
relevant features. Users can filter the data based on specific criteria (e.g., store,
department, or date range) and export the results for further analysis.

Export Forecasted Data as CSV Reset Filters

Store ID: Dept ID: IsHoliday:

Forecasted Sales Data

*Displays all forecasted data, including detailed information on stores, departments, 'd economic fa ch can be used for filtering and expx

Store Dept Forecasted Fuel

D D Date Sales IsHoliday Temperature Price MarkDown1 MarkDown2 MarkDown3 MarkDown4 MarkDown5 CPI Unemployment

3 2012-11-02  13390.39 Yes 57.83 3386 352661 1163.63 231 514.05 1555.50 22406 542

5 2012-11-09  12441.04 Yes 64.61 3314 2548.02 2037.54 1.95 303.93 1595.16 22407 542

5 2012-11-16  12561.89 Yes 56.89 3252 1631.01 -35.74 15.46 326.59 2310.83 22411 542

2012-11-23  12062.30  Yes 59.07 3211 31095 4331943 46.61 37222 22416 542

2012-11-30  12102.15 Yes 56.20 3207 2077.60 2752.82 8.82 3349.59 22421 542

2012-12-07  12205.98 Yes 66.13 3.198 247270 68.00 105.14 2359.84 22425 542

Figure 1: Data table sub-view in Sales Forecasting Page

2. Sales Changes Line Chart — Shows sales fluctuations over a selected time frame,
helping users identify patterns of sales growth or decline. In Figure 2, the x-axis
represents the date, which by default includes all available years in the dataset. Users
can adjust the date range using a selector, which allows filtering sales data within a
specific time frame. Additionally, a year selection dropdown enables users to quickly
view sales trends for an entire year by choosing a particular year, displaying a line chart
that reflects the sales data for the selected year as a whole. The x-axis represents the
date, while the y-axis represents the sales volume. By default, the line chart displays
all available sales data for the selected store and department, sorted chronologically
from left to right based on the date.
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Reset Filters

Store ID-EERIDept IDERIStart Date EXNEIENNE] < Date ENXIEEYIINE ve=r EINE
| m— |

Figure 2: Sales Changes sub-view in History Data Page

Pie Charts:

Four features, as seen in Figure 3, were selected over others because they provided

more meaningful categorical groupings (e.g., holiday vs. non-holiday, markdown
types, temperature ranges, months) that directly impact sales performance and business
decision-making. While the dataset includes various numerical and categorical
attributes, these specific features were chosen for pie chart visualization due to their
clear, distinct categories and their influence on sales trends. The use of pie charts for
these features enables a straightforward comparison of proportions, making it easy to
identify dominant categories and their impact on overall sales.

Sales on Holidays vs. Non-Holidays — Compares sales performance during holiday
and non-holiday periods, highlighting the impact of holidays on revenue. By
comparing sales during holiday and non-holiday periods, this pie chart highlights
the proportion of revenue generated during these key times. This visualization helps
businesses understand the importance of holiday promotions and plan their
strategies accordingly.

Markdown Contribution — Visualizes the proportion of sales influenced by different
markdown categories, showing how discounts affect total revenue. Understanding
the contribution of each markdown type is essential for optimizing promotional
campaigns and maximizing revenue. This pie chart breaks down the proportion of
sales influenced by different markdown categories, providing insights into which
types of discounts are most effective.

Temperature Contribution — Weather conditions, represented by temperature
ranges, can significantly influence consumer purchasing patterns. This pie chart
shows the distribution of sales across different temperature ranges, helping
businesses analyze how weather impacts sales. By visualizing the proportion of
sales in each temperature range, businesses can adjust their inventory and
marketing strategies based on seasonal weather patterns. The distinct temperature
categories make this feature a good fit for a pie chart, as it allows for a quick
comparison of sales across different weather conditions.
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- Monthly Sales Contribution — Represents the share of total annual sales for each
month, offering insights into seasonal variations. Seasonal variations are a key
aspect of retail sales. This pie chart represents the share of total annual sales for
each month. By identifying months with higher or lower sales contributions,
businesses can optimize resource allocation and prepare for seasonal fluctuations.

Pie Charts

Temperature Contribution Monthly Sale Contribution

*Sales distribution across different temperature ranges *Proportion of tof nonth

] 200" [
] coco

Figure 3: Pie charts sub-view in History Data Page

In summary, these four features were chosen for pie chart visualization because they
represent categorical data with clear, distinct categories that have a direct and measurable
impact on sales performance. Pie charts are particularly suited for such data, as they allow
users to quickly grasp the relative proportions of each category and understand their
influence on overall sales. By focusing on these four features, the pie charts provide
actionable insights into key factors that influence sales performance, supporting data-
driven decision-making in the retail industry.

3 Design
3.1 Architecture Design

The sales forecasting system adopts a classical client-server architecture, ensuring
modularity and scalability. This architecture consists of three key components: the
frontend, the backend, and the data layer. The interaction between these components
follows the client-server model, where the front-end serves as the client and the backend
as the server.

The frontend was developed using React.js, which provides a dynamic and user-friendly
interface for users to interact with the application. React was used to design and manage
the graphical user interface, enabling variables such as selecting stores and departments to
view sales forecasts.

The backend was built with Flask, a lightweight Python web framework. It acts as the
application server, handling API requests and responses. Key functionalities include
processing prediction requests through an endpoint, loading and using machine learning
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models, and serving static files. Flask ensures seamless communication between the front-
end and the underlying machine learning model, making predictions accessible to the user.

The data layer consists of a MySQL database, which stores the data needed to support the
application’s operations. This includes historical sales data and other relevant information
needed to make accurate predictions. The database acts as the foundation for the system,
ensuring that the backend has access to all relevant information to effectively process user
requests.

This architectural design allows a clear separation of concerns, allowing the frontend,
backend, and data layer to be independently developed, tested, and deployed.

3.2 Machine Learning Model

Machine learning models play a crucial role in sales forecasting by identifying patterns and
trends within historical data. Various algorithms can be employed to model the complex
relationships between sales and influencing factors such as seasonality, promotions, and
holidays. The selection of an appropriate model depends on its ability to generalize
effectively to unseen data while maintaining computational efficiency.

The tree-based ensemble methods, including Random Forest, Gradient Boosting,
XGBoost, LightGBM, CatBoost, and Extra Trees, offer greater flexibility and the ability
to model complex interactions. These models leverage multiple decision trees to enhance
predictive performance through techniques such as boosting, bagging, and feature
selection.

To ensure a fair comparison, all models were trained on the same preprocessed dataset and
evaluated using standardized performance metrics, including Mean Squared Error, Root
Mean Squared Error, and R? score. Additionally, factors such as model interpretability,
training time, and scalability were taken into account.

After data preprocessing, multiple machine learning models were evaluated to determine
the most suitable approach for sales forecasting. Models considered included Linear
Regression, Random Forest, Gradient Boosting, XGBoost, LightGBM, CatBoost, and
Extra Trees. Each model was trained and tested using the preprocessed dataset, and their
performance was assessed based on key evaluation metrics, including Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), and R? score. Additionally, training time was
considered a factor to ensure computational efficiency. Specific results are shown in Figure
4.

Among the evaluated models, XGBoost demonstrated the best balance between predictive
accuracy and computational efficiency. It consistently achieved lower MSE and RMSE
values while maintaining a high R? score, indicating its ability to capture complex
relationships in the data. Moreover, its training time was reasonable compared to other
models, making it a practical choice for deployment.
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Training Time (s)
Linear Regression 486801618. s s 0.13
Random Forest 472676918. - - 6.96
Gradient Boosting 469955694. . s 36.32

XGBoost 469969844 . 0.44
LightGBM 469730239. s s 0.52
CatBoost 471440391. 1.90
Extra Trees 470946686. 3.93

Figure 4: Performance Evaluation of Different Models

Furthermore, under the same feature set, feature selection, and optimization conditions,
XGBoost continued to outperform other models. Its ability to efficiently leverage feature
interactions and optimize through gradient boosting contributed to its superior
performance. The model maintained a consistently lower error rate while achieving
competitive results across all key evaluation metrics. The results, as shown in Figure 5,
further confirm XGBoost’s robustness in handling the complexities of sales forecasting.

Cross-Validation Results:

Gradient Boosting: MAE: 6935.5326083681475, MSE: 136314305.14525056, RMSE: 11575.44595020601, R2: ©.7400099366978286
Gradient Boosting Average Training Time: 21.254805660247804 seconds, Average Prediction Time: 0.02591366767883301 seconds
XGBoost: MAE: 3418.485623310355, MSE: 46930027.396733314, RMSE: 6668.179605471904, R2: 0.9120415463644885

XGBoost Average Training Time: 0.35564346313476564 seconds, Average Prediction Time: 0.018239259719848633 seconds
LightGBM: MAE: 4228.169040842926, MSE: 60332321.16220479, RMSE: 7600.206441537515, R2: ©.8866238573395397

LightGBM Average Training Time: ©.4817482948303223 seconds, Average Prediction Time: ©0.03732576370239258 seconds
Extra Trees: MAE: 4759.218808538336, MSE: 105285558.99048118, RMSE: 9961.142614706509, R2: 0.803612726937853
Extra Trees Average Training Time: 22.214413166046143 seconds, Average Prediction Time: 0.721423864364624 seconds

Best Model: XGBoost
Test Set Prediction Time: 0.023156404495239258 seconds
Total Running Time: 244.143306016922 seconds

Figure 5: Performance Evaluation of Different Models Using the Same Optimized
Conditions

4 Implementation

The application follows a Client-Server Architecture, which separates the frontend and
backend into two distinct components. The frontend, built with React.js, HTML, and CSS,
is responsible for rendering the user interface and handling user interactions. React.js
features a component-based architecture that enhances modularity, reusability, and
maintainability in frontend development.

On the backend, Flask serves as the web framework, handling server-side logic, data
processing, and API endpoints. Flask's lightweight and flexible nature makes it ideal for
building RESTful APIs that communicate with the frontend. The backend is designed to
receive requests from the frontend, process them, and return appropriate responses,
typically in JSON format. This separation of concerns ensures that the frontend and
backend can evolve independently, improving the overall scalability and maintainability
of the application.

6
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Communication between the frontend and the backend is facilitated through HTTP requests
and RESTful APIs. The frontend sends requests to the backend to fetch data or perform
actions, and the backend processes those requests, interacts with the database or machine
learning models, and returns the results to the frontend. For example, when the frontend
sends a prediction request, the backend preprocesses the input data, queries the machine
learning model, and returns the prediction result. This process is implemented in the
/predict route, as shown in the following code snippet (Figure 6):

@app.route('/predict’, methods=['POST'])
def predict():
data = request.json
processed_data = preprocess_data(data)
prediction = model.predict(processed_data)
return jsonify({'predicted_weekly_sales': prediction[o]})

Figure 6: Code snippet for /predict route

We used the XGBoost model for sales forecasting, with hyperparameter tuning performed
using Bayesian optimization[3]. This method efficiently searches for the best parameters,
improving the model’s performance. After selecting the optimal model, five-fold cross-
validation is applied to evaluate its robustness, ensuring generalization across different data
splits. Finally, predictions are generated and saved for further analysis. Part of the
implementation process of the above is given in Figure 7.

4.1 Evaluation and Results

The performance of the final model was rigorously evaluated using both cross-validation
and a test set to ensure its robustness and generalization capability, as shown in Figure 8.
In cross-validation, the model demonstrated strong predictive power, with consistently low
error metrics (MAE, MSE, and RMSE) and a high R? score across all folds. This indicates
that the model effectively captured patterns in the training data and performed well on
various subsets of the data, showcasing its stability and reliability.

Cross-Validation MAE: 883.6046261891546
Best MAE: 880.3279726616261

Best MSE: 2168304.8543289746

Best RMSE: 1472.516503924141

Best R2: 0.9958502700753075

Test set evaluation metrics:
: 1313.5750124441417
: 7149698.4416365
RMSE: 2673.8920026127644
R2: ©.9862893650092011
Total time taken: 577.5177071094513 seconds

Figure 8: Performance Evaluation of Final XGBoost
7
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# Bayesian optimization seeker
bayes_search = BayesSearchCV/(

xgb. XGBRegressor(n_jobs=-1),

param_space,

n_iter=32,

cv=s,

scoring='neg_mean_absolute_error’,

verbose=1
)
# Get the best model
bayes_search.fit(X_train_full, y_train_full)
best_model = bayes_search.best_estimator_
for fold in range(s):

dataset_train = splited.loc[splited|['fold'] != fold]

dataset_test = splited.loc[splited|'fold'] == fold]

train_y = dataset_train['weeklySales']

train_x = dataset_train[important_features]

test_y = dataset_test['weeklySales']

test_x = dataset_test[important_features]

predicted = best_model.predict(test_x)

mae, mse, rmse, r2 = mean_absolute_error(test_y, predicted),
mean_squared_error(test_y, predicted),
np.sqrt(mean_squared_error(test_y, predicted)), r2_score(test_y,
predicted)

eITor_Cv += mae

print(f"Fold {fold} MAE: {mae}, MSE: {mse}, RMSE: {rmse}, R?: {r2}")

# Reorder columns to match the training data
dataset_test_for_prediction = dataset_test[important_features]

# Predict on test data

predicted_test = best_model.predict(dataset_test_for_prediction)
dataset_test['weeklySales'] = predicted_test

# Save results to output with specific columns

output_df = dataset_test[['Store’, 'Dept’, 'Date’, 'weeklySales', 'IsHoliday’,
"Temperature', 'Fuel_Price’, 'MarkDown1', 'MarkDown2', 'MarkDown3',
'MarkDowng4', ' MarkDowns', 'CPI', 'Unemployment', "Type', 'Size']]
output_df.to_csv('output.csv', index=False)

Figure 7: Code snippet for model prediction
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5 Conclusion

In conclusion, this project successfully demonstrates the potential of machine learning in
sales forecasting, providing a reliable and scalable solution for predicting weekly sales.
The combination of advanced machine learning techniques, a user-friendly interface, and
a robust backend architecture makes this system a valuable tool for businesses seeking to
optimize their sales strategies and improve decision-making processes.

5.1 Limitations

While the current system utilizes a pre-trained model for real-time predictions, there are
some limitations that impact its performance and adaptability. The model is trained on a
dataset provided by Kaggle, which, although comprehensive, is limited in both size and
timeliness. The dataset covers sales data from 2010 to 2012, which may not fully capture
the dynamics of today’s retail environment. Consequently, the model may struggle to
account for recent changes in market trends, consumer behavior, or external factors like
economic shifts or global events.

5.2 Future Works

The automated feature engineering techniques, such as feature selection algorithms or deep
learning-based feature extraction, should be explored to improve the model performance.
These approaches would reduce the reliance on manual feature engineering and domain
knowledge, enabling the system to automatically identify the most predictive features.
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Abstract

The rapid expansion of the Internet of Things (loT) has introduced numerous devices and
applications that are transforming modern life. Simultaneously, this progress has created an ever-
shifting landscape of malware, threats, and vulnerabilities that challenge existing security
paradigms. This survey presents an extensive review of up-to-date research on IoT security,
focusing on malware, threats, vulnerabilities, and countermeasures. We consolidate and analyze
key contributions to highlight current gaps and outline future research directions. Our findings
indicate that security must be a continuous, collaborative process that evolves in tandem with
emerging technologies such as 5G networks, machine learning, and blockchain. This paper
synthesizes the literature on intrusion detection systems, distributed denial of service attacks,
privacy protection, Industrial 10T (110T) security, and more, providing an invaluable resource for
researchers and practitioners aiming to secure the next generation of 10T ecosystems.

Keywords: IoT, 10T, Malware, Threats, Vulnerabilities, Machine Learning, DDoS, Intrusion
Detection

1. Introduction

The Internet of Things (10T) is revolutionizing industries by enabling real-time data processing,
intelligent automation, and ubiquitous connectivity [16] - [18]. From smart homes and consumer
electronics to critical infrastructures and industrial control systems, loT devices promise
unprecedented benefits in efficiency and convenience [19] - [20]. However, each new feature or
technology introduces potential security weaknesses that adversaries can exploit [21] - [23].
Consequently, ongoing research and development seek robust solutions to mitigate these evolving
threats [1] - [3].

Despite a significant body of work, 10T security remains highly challenging due to resource
constraints, heterogeneous protocols, and the sheer scale of 10T deployments [24] - [25]. Notorious
incidents such as the Mirai botnet have illustrated how compromised devices can be leveraged to
launch massive Distributed Denial of Service (DDoS) attacks [26] - [27]. Researchers have
recognized that comprehensive security frameworks must account not only for hardware/software
vulnerabilities but also for issues involving device authentication, network intrusion detection, and
policy regulations [28] - [30].
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This paper consolidates and critically examines recent I0T security research, with particular
emphasis on malware, threats, vulnerabilities, and countermeasures, including machine learning
driven solutions. We highlight key findings from academic and industrial literature, identify gaps,
and discuss future research directions. The remainder of this paper is organized as follows. Section
2 reviews background and related work, focusing on recent studies. Section 3 discusses extended
analyses of key areas, including loT communication protocols, collaborative security frameworks,
and machine learning—based intrusion detection. Section 4 deepens the exploration of advanced
topics such as privacy, trust management, edge computing, and blockchain. Section 5 combines
multiple critical elements: the major challenges, gaps in current solutions, future directions,
extended conclusions, and a comparative analysis table. Finally, all references are provided in
ascending numerical order at the end.

2. Background

loT devices are rapidly integrating with 5G networks, industrial systems, and consumer
electronics, resulting in an expansive attack surface [1], [16], [17]. This section provides a detailed
account of prior works categorized into four primary themes: (A) DDoS threats in 5G-enabled IoT,
(B) intrusion detection and machine learning, (C) industrial 10T vulnerabilities, and (D) advanced
malware and mitigation measures. These themes illustrate the breadth of current research efforts
and how they connect to broader security challenges [25] - [30].

A. DDoS Threats in 5G-Enabled loT

Studies by Maiwada et al. [1] and Bertino et al. [25] report that 5G’s high bandwidth and low
latency amplify both opportunities and risks for 1oT. The Mirai botnet outbreak [27] showcased
how weakly secured devices with default passwords can be hijacked for large-scale DDoS attacks.
More recent surveys [16], [28] emphasize the importance of multi-stakeholder collaboration
among manufacturers, network operators, and regulators to prevent large-scale disruptions. These
collective efforts aim to address the gap in device-level security policies, including password
standards, secure boot mechanisms, and frequent firmware updates.

B. Intrusion Detection and Machine Learning

Ahmed et al. [4] explored honeypot-driven approaches for intrusion detection, while Khang et al.
[5] provided a comprehensive review of deep learning and ensemble techniques applicable to 10T.
Studies [6], [7], [9] have confirmed that machine learning—based intrusion detection systems are
effective at identifying zero-day attacks by analyzing network traffic anomalies. Even so, large-
scale deployment of ML-based IDS frameworks can present new challenges, such as increased
computation, scalability issues, and the need for continuous retraining [34], [37]. Researchers are
exploring federated learning [31] and distributed anomaly detection [34] to address data privacy
concerns and to manage the scale of 10T networks.

C. Industrial 10T (I10T) Vulnerabilities

Smart factories rely on 10T sensors to manage production lines and supply chains efficiently [10],
[20]. However, SCADA systems originally designed for isolated networks [11] now face an
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expanded threat surface, encompassing IP-based connections and cloud integration [24], [42].
Vulnerabilities within 110T environments can lead to catastrophic consequences, especially when
critical infrastructures (e.g., power grids, transportation systems) are targeted [2], [30], [40]. To
counter these threats, some frameworks [33], [39] incorporate robust encryption, multi-level
authentication, and stringent access controls, although consistent adoption remains a major hurdle.
Researchers are also examining real-time intrusion detection for cyber-physical systems [40], [42],
as downtime or sabotage in these environments can lead to severe operational and economic
repercussions.

D. Advanced Malware and Mitigation

Recent discussions center on Al-enhanced malware that leverages machine learning to evade
signature-based detection [13], [21]. Proposed methods include image-based analysis using
convolutional neural networks [13], resource-aware distributed detection strategies [15], and
multi-feature cloud-based approaches [8]. Other frameworks [22], [25] champion blockchain and
zero-trust architectures as means to improve integrity and authentication. Authors in [20], [50]
underscore that while these emerging solutions hold promise, they also introduce unique
challenges, such as latency in blockchain transactions, the high computational overhead of some
zero-trust frameworks, and the complexity of integrating these solutions into legacy 10T devices.

3. Extended Analysis of Key Areas

This section extends the core discussion by delving into loT communication protocols,
collaborative security frameworks, and a comparative analysis of machine learning based intrusion
detection. Each topic underscores different dimensions of loT security and their respective
solutions, bridging gaps identified in the background section [25] - [30].

A. 1oT Communication Protocols and Their VVulnerabilities

Gerodimos et al. [12] describe vulnerabilities in commonly used protocols such as MQTT, CoAP,
and HTTP. These protocols, designed for lightweight operation, can be susceptible to
eavesdropping or injection attacks [21]. Lin et al. [8] propose encryption and authentication
enhancements yet highlight the need for resource-efficient mechanisms tailored to constrained 10T
devices. Additional efforts to standardize secure protocols across vendors [17], [49] are underway
but remain fragmented, particularly in large-scale 10T ecosystems.

B. Collaborative Security Frameworks

Sun et al. [2] and Roman et al. [17] argue that any successful 10T security strategy must involve
cooperation among device manufacturers, network service providers, and policymakers.
Frameworks such as zero-trust networking, secure firmware updates, and hierarchical
authentication [29], [44], [49] can standardize best practices. However, universal adoption is
challenging due to varying national regulations, differing device architectures, and the financial
burden of implementing consistent security measures [33], [39]. Initiatives for more transparent
vulnerability disclosures and global 10T security guidelines [28], [40] are also gaining momentum.
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C. Comparative Analysis of Machine Learning—Based IDS

Multiple works [7], [9], [14], [34] examine the use of neural networks (CNN, LSTM, BiLSTM)
and traditional ML algorithms (Decision Trees, SVM, KNN) for 10T intrusion detection. Studies
[26], [28], [38] note that anomaly based systems excel at detecting unknown or zero day threats
but can suffer from higher false positive rates. The need for robust feature engineering, combined
with domain expertise, is critical for balanced detection performance [5], [37]. Table I (within the
merged final section) compares recent IDS frameworks, revealing strengths, weaknesses, and
potential deployment challenges.

4. Advanced Topics in 10T Security

Although preceding sections offer substantial insights, 10T security research has additional
advanced topics, each addressing distinct facets of this rapidly evolving field [25] - [30]. From
edge/fog computing architectures to blockchain-based security enhancements, these directions
represent the cutting edge of 10T research and development.

A. Privacy and Trust Management

Privacy protection remains a key pillar of 10T security, given the massive volume of sensitive data
generated by consumer and industrial devices [18], [22]. Yan et al. [22] proposes a trust
management model that uses continuous monitoring of device behavior to evaluate
trustworthiness. Ziegeldorf et al. [18] add that privacy must be maintained at all lifecycle stages,
from data generation to storage and sharing. Some frameworks [24], [37] incorporate distributed
consensus mechanisms to ensure data legitimacy, although performance overhead is often a
concern.

B. Edge Computing and Resource Constraints

Emerging research [15], [31], [33] explores edge-based solutions to reduce latency and mitigate
bottlenecks on centralized servers, which is crucial for mission-critical applications like real-time
healthcare monitoring or autonomous vehicles [19], [46]. Nonetheless, the distribution of
intelligence to network edges introduces new security challenges, including multi-tenant isolation,
key management, and the risk of compromised edge nodes [32], [35]. Many studies stress the
importance of secure device registration and authentication protocols at the edge [25], [49] to
protect the local network from infiltration.

C. Blockchain-Integrated Solutions

Sharma et al. [20] discuss integrating blockchain to maintain tamper-proof records of loT
transactions, thereby enhancing transparency and trust among devices. Mosenia and Jha [39]
similarly emphasize the potential of smart contracts for automated policy enforcement, enabling
devices to self-regulate based on predefined security rules. However, blockchain technology itself
faces scalability and throughput constraints [49], [50], often requiring high computational
resources and incurring latency not always acceptable for time-sensitive 10T operations [44].
Despite these challenges, the synergy between blockchain, 10T, and decentralized trust continues
to attract research attention due to its potential to mitigate single points of failure [28], [32].
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5. Challenges, Gaps, and Future Directions: A Comparative Analysis

In this section, we address the main limitations in current loT security approaches, propose future
research directions, present extended conclusions, and provide a comparative analysis table. The
content reflects ongoing scholarly debates and converging recommendations for safeguarding loT
ecosystems in a rapidly evolving threat landscape [1] - [50].

A. Challenges and Gaps in Current Solutions

Despite the breadth of existing research, several significant challenges persist in 10T security:

1.

Resource Limitations: Many loT devices lack the computational power or memory to
implement complex security protocols [21], [39]. As a result, simplified algorithms may
fail to provide adequate protection against advanced attacks [13], [20].

Fragmented Standards and Regulations: Inconsistent security standards across different
manufacturers and jurisdictions hinder interoperability and hamper large-scale adoption of
unified frameworks [12], [45]. This fragmentation also increases the difficulty of enforcing
consistent best practices and establishing baseline security measures [17], [40].
Scalability of IDS and ML Models: Systems developed for small-scale testbeds may not
scale effectively to monitor millions of loT devices in real deployments [9], [14].
Additionally, retraining ML-based IDS in real time can be computationally intensive [5],
[7], especially when dealing with unbalanced datasets [26], [43].

Al Bias and Data Quality: Machine learning algorithms are only as robust as their training
data [22], [28]. Anomalies or insufficient representation of attack vectors can lead to high
false positive or false negative rates [5], [9]. Adversarial machine learning [13], [21] further
complicates model reliability.

Legacy Infrastructure Integration: SCADA systems and other legacy architectures,
which are integral in power grids, oil pipelines, and transportation, often cannot seamlessly
adopt modern security patches [11], [24]. This exposes critical sectors to undue risks,
particularly if outdated protocols remain in circulation [2], [30].

B. Future Research Directions

1.

Al-Driven Adaptive Security: While deep learning techniques have proven effective,
more adaptive Al solutions are required to handle evolving zero day exploits [29], [37].
Models must continuously learn from new data, ideally in a distributed or federated manner
[31], [34].

Lightweight Cryptographic Schemes: Energy-efficient, low-latency cryptographic
mechanisms are needed for constrained I0T devices [15], [25]. Areas such as elliptic-curve
cryptography and post-quantum algorithms [41] warrant deeper investigation, along with
hardware acceleration strategies that minimize computational overhead [49].

Holistic Governance and Standardization: Clear regulations and global security
guidelines, potentially backed by governmental bodies, are essential for uniform adoption
of protective measures [2], [44]. An international consensus on vulnerability disclosure and
device manufacturing standards could significantly reduce baseline risks [12], [40].
Cross Layer Collaboration: Integrating data from sensors, network intelligence, and
cloud analytics can yield more accurate, context-aware intrusion detection [37], [43].
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Future systems may unite software-defined networking principles [17], [37] and advanced
security orchestration to create dynamic, self-defending architectures [24], [32].

5. Quantum Resistant Architectures: As quantum computing becomes more accessible,
quantume-resistant encryption for 10T must be investigated to future-proof devices and
networks [25], [41]. Preparations for a post quantum era are vital, given the widespread
risk of retroactive data decryption if current encryption standards are compromised [35],
[50].

C. Extended Conclusions

The 10T ecosystem continues to expand, intersecting with 5G, industrial automation, and smart
city initiatives [10], [16]. Our survey reveals a delicate balance between innovation and security.
The literature overwhelmingly supports the notion that collaborative, adaptive security
frameworks are crucial to tackling threats ranging from DDoS attacks to advanced malware.
Machine learning approaches play a pivotal role in intrusion detection and threat intelligence, but
they require robust, high-quality data and resilience against adversarial manipulations [5], [9],
[26]. Future efforts must focus on scalable, real-time, and layered security solutions that address
both current vulnerabilities and emerging concerns like quantum computing [20], [25], [41].
Collaboration between device manufacturers, regulators, and research institutions remains a
foundational pillar for safeguarding [oT’s transformative potential [2], [17].

D. Comparative Analysis Table

To present a succinct overview, Table 1 compares selected 10T Intrusion Detection Systems (IDS)
and highlights performance metrics, advantages, and limitations. Each system aims to detect
threats effectively but varies in computational overhead, detection accuracy, and operational
complexity [7], [9], [14], [34]. These comparisons underscore the importance of tailoring solutions
to specific deployment environments, resource constraints, and threat models [13], [24].

Table 1. Comparative Analysis of Selected 10T Intrusion Detection Systems

Study IDS Technique  Dataset Reported Key Strength Limitations
Accu racy
Ahmed et Honeypot-based hybrid IDS Real-world 95-98% Tailored for smart Requires complex honeypot
al. [4] using machine learning honeypot city loT configuration; challenges in
data environments; strong generalization across diverse
real-time detection loT deployments
Khoei & Comparative study of CICDDOS 90-99% Provides a broad Unsupervised models may
Kaabouch | supervised vs. unsupervised = 2019 dataset evaluation of ML suffer from higher false
[7] models methods in IDS positive rates
Zeghida et Ensemble Learning MQTT ~95% Robust ensemble Risk of overfitting in large
al. [9] approach for securing protocol method improves ensembles; potential
MQTT traffic dataset detection stability and computational overhead
accuracy during deployment
Esmaeili et Deep learning models NSL-KDD 100% (training); Excels in multiclass Training results may not
al. [14] (BIiLSTM, KNN, SVM) for dataset lower on testing detection under generalize well; dataset
DDosS detection controlled conditions limitations affect real-world
applicability
Lin et al. Extreme Learning Machine Custom loT ~96% Lightweight and Limited feature extraction
[8] (ELM) integrated with test dataset scalable solution may hinder detection of novel
cloud computing and multi- suited for cloud-based attack patterns
feature extraction environments
6
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This table encapsulates the varying focuses, performances, and limitations of some recently
proposed IDS solutions for 1oT. While high accuracy is attainable under controlled experiments,
real-world deployment must tackle challenges like evolving attack vectors, data imbalance, and
the dynamic nature of 10T environments [5], [28], [43].

6. Conclusion

As the Internet of Things (I0T) continues to expand across industries and infrastructures, the need
for robust and adaptive security frameworks becomes increasingly urgent. This paper has
presented a comprehensive survey of the evolving threat landscape in 10T, examining malware,
vulnerabilities, and intrusion vectors, along with contemporary countermeasures including
machine learning-based intrusion detection, blockchain integration, and privacy preserving
architectures. Through the analysis of emerging technologies such as 5G, edge computing, and
quantume-resilient encryption, it is evident that traditional security models are insufficient for
modern 0T ecosystems. Our review underscores that securing 10T requires not only technical
innovation but also cross disciplinary collaboration among device manufacturers, researchers,
policymakers, and end-users. Challenges such as scalability, resource constraints, fragmented
standards, and the integration of legacy systems persist as major hurdles. Nonetheless, ongoing
developments in federated learning, lightweight cryptography, and decentralized trust mechanisms
show promising potential to address these gaps. Ultimately, achieving resilient and secure IoT
systems demands a proactive, layered, and adaptable approach one that evolves in tandem with the
technologies it aims to protect. Future research should focus on scalable, context-aware solutions
that balance security, performance, and usability across diverse and distributed environments.
Only through such holistic and forward looking efforts can the full promise of lIoT be realized
safely and sustainably.

References

[1] Maiwada, Umar Danjuma, Shahbaz Ali Imran, Kamaluddeen Usman Danyaro, Aftab Alam
Janisar, Anas Salameh, and Aliza Bt Sarlan. "Security Concerns of 10T Against DDoS in 5G
Systems." International Journal of Electrical Engineering and Computer Science 6 (2024): 98-105.
[2] Sun, Panjun, Shigen Shen, Yi Wan, Zongda Wu, Zhaoxi Fang, and Xiao-zhi Gao. "A survey
of iot privacy security: Architecture, technology, challenges, and trends." IEEE Internet of Things
Journal (2024).

[3] Mingo, Horace C., Misty Nicole Lawson, and Amber C. Williamson. "ldentifying new
vulnerabilities embedded in consumer internet of things (10T) devices." In Multisector Insights in
Healthcare, Social Sciences, Society, and Technology, pp. 186-207. IGI Global, 2024.

[4] Ahmed, Yussuf, Kehinde Beyioku, and Mehdi Yousefi. "Securing smart cities through machine
learning: A honeypot-driven approach to attack detection in Internet of Things ecosystems." IET
Smart Cities 6, no. 3 (2024): 180-198.

[5] Khang, Alex, Yudhvir Singh, and Dheerdhwaj Barak. "Review of the Literature on Using
Machine and Deep Learning Techniques to Improve loT Security.” Revolutionizing Automated
Waste Treatment Systems: 10T and Bioelectronics (2024): 273-300.

[6] Alnajim, Abdullah M., Shabana Habib, Muhammad Islam, Su Myat Thwin, and Faisal
Alotaibi. "A comprehensive survey of cybersecurity threats, attacks, and effective
countermeasures in industrial internet of things.” Technologies 11, no. 6 (2023): 161.

85



[7] Talaei Khoei, Tala, and Naima Kaabouch. "A comparative analysis of supervised and
unsupervised models for detecting attacks on the intrusion detection systems."” Information 14, no.
2 (2023): 103.

[8] Lin, Haifeng, Qilin Xue, Jiayin Feng, and Di Bai. "Internet of things intrusion detection model
and algorithm based on cloud computing and multi-feature extraction extreme learning machine.”
Digital Communications and Networks 9, no. 1 (2023): 111-124.

[9] Zeghida, Hayette, Mehdi Boulaiche, and Ramdane Chikh. "Securing MQTT protocol for loT
environment using IDS based on ensemble learning.” International Journal of Information Security
22, no. 4 (2023): 1075-1086.

[10] Soori, Mohsen, Behrooz Arezoo, and Roza Dastres. "Internet of things for smart factories in
industry 4.0, a review." Internet of Things and Cyber-Physical Systems 3 (2023): 192-204.

[11] Alanazi, Manar, Abdun Mahmood, and Mohammad Jabed Morshed Chowdhury. "SCADA
vulnerabilities and attacks: A review of the state-of-the-art and open issues." Computers & security
125 (2023): 103028.

[12] Gerodimos, Apostolos, Leandros Maglaras, Mohamed Amine Ferrag, Nick Ayres, and loanna
Kantzavelou. "loT: Communication protocols and security threats." Internet of Things and Cyber-
Physical Systems 3 (2023): 1-13.

[13] Alnajim, Abdullah M., Shabana Habib, Muhammad Islam, Rana Albelaihi, and Abdulatif
Alabdulatif. "Mitigating the risks of malware attacks with deep Learning techniques." Electronics
12, no. 14 (2023): 3166.

[14] Esmaeili, Mona, Seyedamiryousef Hosseini Goki, Behnam Hajipour Khire Masjidi, Mahdi
Sameh, Hamid Gharagozlou, and Amin Salih Mohammed. "ML-DDoSnet: [oT intrusion detection
based on denial-of-service attacks using machine learning methods and NSL-KDD." Wireless
Communications and Mobile Computing 2022, no. 1 (2022): 8481452.

[15] Kasarapu, Sreenitha, Sanket Shukla, and Sai Manoj Pudukotai Dinakarrao. "Enhancing loT
malware detection through adaptive model parallelism and resource optimization."” arXiv preprint
arXiv:2404.08808 (2024).

[16] Sicari, Sabrina, Alessandra Rizzardi, Luigi Alfredo Grieco, and Alberto Coen-Porisini.
"Security, privacy and trust in Internet of Things: The road ahead." Computer networks 76 (2015):
146-164.

[17] Roman, Rodrigo, Pablo Najera, and Javier Lopez. "Securing the internet of things." Computer
44,no0. 9 (2011): 51-58.

[18] Ziegeldorf, Jan Henrik, Oscar Garcia Morchon, and Klaus Wehrle. "Privacy in the Internet of
Things: threats and challenges." Security and Communication Networks 7, no. 12 (2014): 2728-
2742.

[19] Chen, Shanzhi, Hui Xu, Dake Liu, Bo Hu, and Hucheng Wang. "A vision of loT:
Applications, challenges, and opportunities with china perspective." IEEE Internet of Things
journal 1, no. 4 (2014): 349-3509.

[20] Shahzad, Yasir, Huma Javed, Haleem Farman, Jamil Ahmad, Bilal Jan, and Muhammad
Zubair. "Internet of energy: Opportunities, applications, architectures and challenges in smart
industries." Computers & Electrical Engineering 86 (2020): 106739.

[21] Zhao, Kai, and Lina Ge. "A survey on the internet of things security.” In 2013 Ninth
international conference on computational intelligence and security, pp. 663-667. IEEE, 2013.
[22] Yan, Zheng, Peng Zhang, and Athanasios V. Vasilakos. "A survey on trust management for
Internet of Things." Journal of network and computer applications 42 (2014): 120-134.

86



[23] Ammar, Mahmoud, Giovanni Russello, and Bruno Crispo. "Internet of Things: A survey on
the security of 10T frameworks." Journal of information security and Applications 38 (2018): 8-
217.

[24] Kirilo, Caique Z., Jair M. Abe, Marcelo Nogueira, Kazumi Nakamatsu, Luiz Carlos Machi
Lozano, and Luiz A. de Lima. "Evaluation Of Adherence To The Model Six Sigma Using
Paraconsistent Logic." In 2018 Innovations in Intelligent Systems and Applications (INISTA), pp.
1-7. IEEE, 2018.

[25] Bertino, Elisa, and Nayeem Islam. "Botnets and internet of things security.” Computer 50, no.
2 (2017): 76-79.

[26] Maniriho, Pascal, Ephrem Niyigaba, Zephanie Bizimana, Valens Twiringiyimana, Leki Jovial
Mahoro, and Tohari Ahmad. "Anomaly-based intrusion detection approach for 10T networks using
machine learning." In 2020 international conference on computer engineering, network, and
intelligent multimedia (CENIM), pp. 303-308. IEEE, 2020.

[27] Kolias, Constantinos, Georgios Kambourakis, Angelos Stavrou, and Jeffrey VVoas. "DDoS in
the 10T: Mirai and other botnets.” Computer 50, no. 7 (2017): 80-84.

[28] Neshenko, Nataliia, Elias Bou-Harb, Jorge Crichigno, Georges Kaddoum, and Nasir Ghani.
"Demystifying 10T security: An exhaustive survey on loT vulnerabilities and a first empirical look
on Internet-scale 10T exploitations.” IEEE Communications Surveys & Tutorials 21, no. 3 (2019):
2702-2733.

[29] Jakaria, A. H. M., and Mohammad Ashiqur Rahman. ""Safety analysis for UAV networks." In
2018 IEEE/ACM Third International Conference on Internet-of-Things Design and
Implementation (IoTDI), pp. 294-295. IEEE, 2018.

[30] Deep, Samundra, Xi Zheng, Alireza Jolfaei, Dongjin Yu, Pouya Ostovari, and Ali Kashif
Bashir. "A survey of security and privacy issues in the Internet of Things from the layered context."
Transactions on Emerging Telecommunications Technologies 33, no. 6 (2022): e3935.

[31] Ejaz, Waleed, and Mohamed Ibnkahla. "Multiband spectrum sensing and resource allocation
for 10T in cognitive 5G networks." IEEE Internet of Things Journal 5, no. 1 (2017): 150-163.
[32] Qiu, Tie, Baochao Chen, Arun Kumar Sangaiah, Jianhua Ma, and Runhe Huang. "A survey
of mobile social networks: Applications, social characteristics, and challenges.” IEEE Systems
Journal 12, no. 4 (2017): 3932-3947.

[33] Chen, Chen, Yan Jiang, Jiliang Zhang, Xiaoli Chu, and Jie Zhang. "Parameter Optimization
for Energy Efficient Indoor Massive MIMO Small Cell Networks.” In 2020 IEEE 91st Vehicular
Technology Conference (VTC2020-Spring), pp. 1-5. IEEE, 2020.

[34] Diro, Abebe Abeshu, and Naveen Chilamkurti. "Distributed attack detection scheme using
deep learning approach for Internet of Things." Future Generation Computer Systems 82 (2018):
761-768.

[35] Saxena, Deepika, and Ashutosh Kumar Singh. "Workload pattern learning-based cloud
resource management models: Concepts and meta-analysis.” IEEE Transactions on Sustainable
Computing (2024).

[36] Siow, Eugene, Thanassis Tiropanis, and Wendy Hall. "Analytics for the internet of things: A
survey." ACM computing surveys (CSUR) 51, no. 4 (2018): 1-36.

[37] Restuccia, Francesco, Salvatore D’oro, and Tommaso Melodia. "Securing the internet of
things in the age of machine learning and software-defined networking." IEEE Internet of Things
Journal 5, no. 6 (2018): 4829-4842.

87



[38] Osanaiye, Opeyemi, Kim-Kwang Raymond Choo, and Mghele Dlodlo. "Distributed denial of
service (DDoS) resilience in cloud: Review and conceptual cloud DDoS mitigation framework."
Journal of Network and Computer Applications 67 (2016): 147-165.

[39] Mosenia, Arsalan, and Niraj K. Jha. "A comprehensive study of security of internet-of-
things." IEEE Transactions on emerging topics in computing 5, no. 4 (2016): 586-602.

[40] Xu, Hansong, Wei Yu, David Griffith, and Nada Golmie. "A survey on industrial Internet of
Things: A cyber-physical systems perspective." leee access 6 (2018): 78238-782509.

[41] Conti, Mauro, Ali Dehghantanha, Katrin Franke, and Steve Watson. "Internet of Things
security and forensics: Challenges and opportunities.” Future Generation Computer Systems 78
(2018): 544-5486.

[42] Da Xu, Li, Wu He, and Shancang Li. "Internet of things in industries: A survey." IEEE
Transactions on industrial informatics 10, no. 4 (2014): 2233-2243.

[43] Li, Wenzhuo, Chuang Lin, Puheng Zhang, and Mao Miao. "Probe sharing: A simple technique
to improve on sparrow.” In 2017 IEEE Symposium on Computers and Communications (ISCC),
pp. 863-870. IEEE, 2017.

[44] Gannon, Dennis, Roger Barga, and Neel Sundaresan. "Cloud-native applications." IEEE
Cloud Computing 4, no. 5 (2017): 16-21.

[45] Noura, Mahda, Mohammed Atiquzzaman, and Martin Gaedke. "Interoperability in internet of
things: Taxonomies and open challenges.” Mobile networks and applications 24 (2019): 796-809.
[46] Filice, Simone, Danilo Croce, Roberto Basili, and Fabio Massimo Zanzotto. "Linear online
learning over structured data with distributed tree kernels.” In 2013 12th International Conference
on Machine Learning and Applications, vol. 1, pp. 123-128. IEEE, 2013.

[47] Valem, Lucas Pascotti, Carlos Renan De Oliveira, Daniel Carlos Guimardes Pedronette, and
Jurandy Almeida. "Unsupervised similarity learning through rank correlation and knn sets." ACM
Transactions on Multimedia Computing, Communications, and Applications (TOMM) 14, no. 4
(2018): 1-23.

[48] Véron, Maxime, Olivier Marin, Sébastien Monnet, and Pierre Sens. "Repfd-using reputation
systems to detect failures in large dynamic networks.” In 2015 44th International Conference on
Parallel Processing, pp. 91-100. IEEE, 2015.

[49] Lin, Jie, Wei Yu, Nan Zhang, Xinyu Yang, Hanlin Zhang, and Wei Zhao. "A survey on
internet of things: Architecture, enabling technologies, security and privacy, and applications."
IEEE internet of things journal 4, no. 5 (2017): 1125-1142.

[50] Cui, Qimei, Zengbao Zhu, Wei Ni, Xiaofeng Tao, and Ping Zhang. "Edge-intelligence-
empowered, unified authentication and trust evaluation for heterogeneous beyond 5G systems."
IEEE Wireless Communications 28, no. 2 (2021): 78-85.

10

88



Psyber-Security Revisited: A Comprehensive Literature Review on
Integrating Psychological Principles into Cybersecurity

Thivanka Mohottalalage Anushka Hewarathne Akalanka B. Mailewa
Department of MSIA Department of MSIA Department of CIDS
Saint Cloud State University Saint Cloud State University Saint Cloud State University
St. Cloud, Minnesota, 56301 St. Cloud, Minnesota, 56301 St. Cloud, Minnesota, 56301
thivanka.mohottalalage@go.stcloudstate.edu auhewarathna@go.stcloudstate.edu amailewa@stcloudstate.edu
Abstract

Human factors remain a persistent vulnerability in modern cybersecurity, where technical controls
often fail if users are susceptible to social engineering, cognitive biases, and motivational barriers.
This literature review examines how psychological insights, and behavioral interventions can be
integrated into cybersecurity, a field sometimes known as psyber security. The paper opens by
outlining the underlying problem of misalignment between human behavior and security
requirements, followed by three research questions on how to (1) enhance user awareness, (2)
mitigate biases and social engineering, and (3) build a sustainable security culture. A step by step
methodology is employed to identify, screen, analyze, and synthesize relevant studies. The
expanded literature review discusses research findings on cognitive biases, persuasion tactics, user
motivation, organizational culture, and user-centric interface design. Multiple tables summarize
key studies, capturing recurring themes and evidence-based strategies. The review concludes with
a discussion of gaps, opportunities, and the ethical considerations that future psyber security
research must address to ensure ethical, adaptive, and user-aligned defenses.

Keywords: Psyber Security, Human Factors, Social Engineering, Cognitive Biases, Behavioral
Interventions, Security Culture, User-Centric Design, Organizational Psychology

1. Introduction

Cybersecurity threats are evolving in both sophistication and scale, impacting diverse sectors from
finance and healthcare to government operations [1] - [3]. While substantial advances in technical
safeguards such as firewalls, encryption protocols, and intrusion detection systems have mitigated
numerous attacks, breaches continue at a high rate. Many incidents trace back to user-driven errors
or social engineering manipulations rather than purely technical vulnerabilities [4], [5]. This stark
reality underscores the essential role of human factors in cybersecurity, prompting a growing
interest in psyber security, which systematically integrates psychological and behavioral principles
into cybersecurity practices.
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1.1 Problem Statement

Despite the continuous refinement of technical cybersecurity tools, organizations worldwide face
repeated breaches that hinge on human oversights including weak passwords, unpatched systems,
mishandling of suspicious emails, and other forms of non-compliance [6], [7]. Attackers exploit
cognitive biases and emotional triggers via well crafted social engineering schemes [8], resulting
in unauthorized access and compromised data. Thus, the enduring gap between technological
capabilities and user compliance raises a central challenge:

How can psychological principles be effectively integrated into cybersecurity strategies to address
human vulnerabilities, reduce the impact of cognitive biases, and foster sustainable secure
behaviors?

Existing research recognizes the pivotal role of human behavior in cybersecurity; however, a
robust, empirically validated framework that unifies psychological insights across individual,
cultural, and organizational levels remains relatively undeveloped. This review aims to bridge that
gap by surveying relevant theories, best practices, and empirical findings.

1.2 Research Questions
Guided by the above problem statement, this paper is organized around three research questions:

1. RQ1: How can user awareness and compliance be enhanced through psychological
principles and behavioral interventions?
This question explores how theoretical models (e.g., Protection Motivation Theory, Self
Determination Theory) and specific tactics (e.g., nudges, gamification) improve
adherence to cybersecurity protocols.

2. RQ2: Which cognitive biases and social engineering tactics pose the greatest threats,
and what evidence-based methods can mitigate these vulnerabilities?
This question investigates psychological underpinnings of social engineering attacks e.g.,
persuasion strategies, trust exploitation and examines empirically validated
countermeasures (€.g., scenario-based training, real-time prompts).

3. RQ3: In what ways do organizational culture and leadership influence secure
behaviors, and how can these factors be optimized to promote a sustainable security
climate?

This question looks at group level and cultural influences, including leadership support,
peer norms, and knowledge-sharing frameworks that collectively shape how security
policies are internalized and enacted.

By integrating these research questions into a structured review, the paper seeks to uncover the
state of the art in psyber security, highlight successful interventions, and reveal ongoing gaps that
warrant deeper investigation. The subsequent sections detail the methodology employed and
present a comprehensive analysis of the relevant literature.
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2. Methodology

A transparent and rigorous methodology is critical to generating a credible and comprehensive
literature review. This section describes a step by step approach used to identify, screen, and
synthesize relevant studies in cybersecurity, psychology, human computer interaction, and related
fields.

2.1 Step 1: Scope Definition and Keywords

The research began by defining the scope to include peer-reviewed journal articles, conference
proceedings, and reputable white papers addressing human aspects of cybersecurity. Primary
databases IEEE Xplore, ACM Digital Library, Scopus, and Web of Science were searched using
keywords such as “cybersecurity,” “human factors,” “cognitive biases,” “social engineering,”
“information security awareness,” and “psyber security” [9].

2 ¢

2.2 Step 2: Screening and Eligibility

Abstracts were reviewed to exclude articles that did not focus on user or psychological dimensions
of cybersecurity. Studies emphasizing purely technical solutions without user centric or behavioral
components were omitted to retain behavioral and organizational emphasis.

2.3 Step 3: Coding and Thematic Analysis

All eligible articles were imported into a reference management tool. A coding template captured
the following attributes:

o Publication details (author, year, venue)

o Topic focus (cognitive biases, social engineering, organizational culture, etc.)
e Theoretical framework (e.g., PMT, SDT, nudge theory)

e Methodological approach (e.g., quantitative, qualitative, mixed)

o Key findings and recommendations

Common patterns, contradictions, and notable gaps were identified through iterative comparison,
which facilitated the formation of thematic categories aligned with the research questions.

2.4 Step 4: Synthesis and Quality Assessment

In the final step, the coded data were synthesized to map convergent and divergent findings.
Studies with robust methodological designs, larger sample sizes, and strong theoretical grounding
received priority. Where conflicting results arose, possible reasons (e.g., cultural context,
participant variability, different threat models) were scrutinized.

This four step methodology allowed for a systematic examination of the interplay between
psychology and cybersecurity. The resulting thematic framework underpins the Literature Review
in Section 3, which is further reinforced by tabular summaries of the analyzed works.
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3. Literature Review

This section provides a comprehensive overview of key studies examining human factors in
cybersecurity. It is divided into five subsections, reflecting major thematic areas cognitive biases,
social engineering, motivation and behavior, organizational culture, and user centric design. Each
subsection opens with a brief orientation, followed by in-depth discussions of relevant research.
Tables are included to summarize and compare findings from multiple studies, offering readers a
structured view of recurring themes and evidence-based strategies.

3.1 Cognitive Biases and Decision-Making in Cybersecurity

Research on cognitive biases reveals that many securities lapses stem from overconfidence,
anchoring, or confirmation bias [10], [11]. Overconfidence can cause individuals to dismiss
security warnings, believing themselves too savvy to be deceived, while anchoring leads users to
trust superficial markers of legitimacy (e.g., brand logos or disclaimers) [12]. Under time pressure,
biases such as urgency and availability can further exacerbate errors in judgment, allowing
attackers to exploit emotional triggers [13]. Table 1 provides illustrative examples of how cognitive
biases manifest in cybersecurity contexts and references studies that have attempted to quantify
their impact.

Table 1. Summary of Key Studies on Cognitive Biases in Cybersecurity

Study Methodology Key Findings
(Authors,
Year)
Ceric & Impact of cognitive Empirical survey Identifies that overconfidence and anchoring
Holland biases on threat & literature significantly impair threat detection and risk
(2019) [10] anticipation and review evaluation in cybersecurity contexts.
response
Hadnagy Exploitation of human Case studies and Details how attackers manipulate trust and
(2010) [13] vulnerabilities through qualitative emotional triggers to bypass technical defenses,
social engineering analysis underscoring the need for human-centric
countermeasures.
Rogers Protection Motivation Theoretical model = Demonstrates that higher perceived threat and
(1975) [16] Theory (PMT) as a development self-efficacy lead to greater adoption of
predictor of secure protective behaviors, forming a foundation for
behavior behavioral cybersecurity interventions.
Ryan & Deci Intrinsic and extrinsic Theoretical Reveals that users’ need for autonomy and
(2000) [17] motivational factors in | framework review competence is critical to sustaining secure
behavioral compliance practices over time.
Singh et al.  Cognitive factors in anti- Experimental Shows that targeted training interventions can
(2023) [35] phishing training study improve users’ ability to discriminate between
effectiveness legitimate and phishing attempts, reducing

susceptibility to attacks.
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Collectively, these studies underscore the pivotal influence of cognitive biases in cybersecurity
outcomes, demonstrating the need for interventions designed to mitigate their effects. While
training can reduce bias to some extent, fatigue sets in if interventions remain static. This highlights
a gap in adaptative, or personalized training strategies aligned with RQ2.

3.2 Social Engineering Tactics and Mitigation Strategies

Social engineering attacks exploit emotional levers such as trust, fear, or authority, often bypassing
technical safeguards [18], [19]. Attackers apply Cialdini’s principles of influence authority,
reciprocity, social proof, scarcity, and consistency to elicit user compliance with malicious requests
[20]. Table 2 lists some influential works on social engineering tactics and related
countermeasures.

Table 2. Representative Studies on Social Engineering Tactics

Study Approach Key Insight Suggested Countermeasure
(Authors,
Year)
Mitnick & Narrative case studies of Demonstrates how human Implement comprehensive
Simon (2003) real-world social manipulation (e.g., exploiting training programs with
[4] engineering attacks trust and authority) can bypass simulated attacks

technical controls

Hadnagy Qualitative analysis of Highlights that attackers exploit = Use scenario-based simulations
(2010) [13] social engineering emotional triggers and cognitive and periodic refresher training
techniques shortcuts to induce security lapses

Hong (2012) Review of phishing Shows that phishing leverages Deploy adaptive, context-aware

[11] trends and behavioral urgency and scarcity biases to warning systems and multi-
vulnerabilities compel risky user behavior factor authentication

Dimkov et al. Empirical pen-testing Finds that direct human Enforce strict verification
(2010) [15] using social engineering interactions can easily override protocols and adopt robust
methods technical safeguards when multi-factor authentication

verification is lax

This body of research suggests that repetitive or poorly contextualized training can result in alert
fatigue, diminishing the protective benefits of user education. Tailored approaches encompassing
emotional intelligence, scenario-based simulations, and dynamic messaging show promise in
sustaining engagement and building user resistance to evolving social engineering ploys.

3.3 Motivation, Behavioral Interventions, and User Awareness

Moving beyond social engineering, this subsection addresses the intrinsic and extrinsic
motivations driving user compliance. Protection Motivation Theory (PMT) posits that individuals
evaluate threat severity, vulnerability, response efficacy, and self-efficacy before adopting
protective behaviors [25]. Meanwhile, Self-Determination Theory (SDT) centers on the need for
autonomy, competence, and relatedness [26]. Combining these frameworks can clarify why some
users adhere strictly to best practices while others remain indifferent. Table 3 summarizes seminal
work and recent advancements in leveraging motivation for cybersecurity.
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Table 3. Key Studies on Motivation, Behavioral Interventions, and User Awareness in Cybersecurity

Study (Author, Theoretical Findings Implication
Year) Basis
Rogers (1975) [16] PMT Perceived threat & self-efficacy — stronger Highlight efficacy in user
protective acts education
Ryan & Deci (2000) [17] SDT Autonomy, competence, relatedness drive Allow user control & feedback in
sustained behavior security tasks

Siponen & Vance (2010) Neutralization/PMT Users rationalize policy non-compliance unless Emphasize tangible consequences

[18] perceived cost is high
Renaud & Zimmerman Nudging theory Nudges boost password strength but can backfire Design carefully to avoid “nudge
(2017) [19] under certain conditions fatigue”

These studies underline that motivational factors are integral to forming lasting secure habits.
Harnessing theoretical insights from PMT, SDT, and nudge theory can refine user training and
policy design, ensuring that cybersecurity requirements resonate with genuine user needs and
perceptions. This outcome directly addresses RQ1 by delineating how behavioral interventions
might sustain or erode user compliance.

3.4 Organizational Culture, Leadership, and Security Climate

Effective cybersecurity is not just an individual pursuit; it thrives in an environment shaped by
leadership commitment and organizational norms [31]. Leadership support manifested through
explicit endorsement, allocated resources, and frequent communication often correlates with
higher policy adherence [32]. Table 4 lists some key studies emphasizing how culture and
leadership transform the security climate within organizations.

Table 4. Research on Organizational Security Culture and Leadership

Study Context Key Observations Outcome/Recommendation
(Authors,

Year)

Solomon & Enterprise security Found that strong leadership Advocate for top-down modeling of secure
Brown (2021) culture commitment and clear communication behaviors and regular briefings.
[21] foster higher employee compliance.
Crossler et al. BYOD policies and Demonstrated that well-defined policies, Align security guidelines with organizational
(2014) [22] organizational when endorsed by leadership, norms and enforce policies.
compliance significantly enhance compliance rates.
Pfleeger & Behavioral science in Revealed that peer norms and group Promote team—based accountability and group
Caputo (2012) cybersecurity risk identity heavily influence employees' training to strengthen culture.
[23] management adherence to security practices.
Parsons et al. Human factors and Noted variability in how security culture Develop standardized frameworks to integrate
(2010) [24] security environment is defined, indicating that inconsistent technical controls with human factors.

practices undermine efforts.

These findings highlight that building a sustainable security climate depends on top-down
advocacy, peer-based reinforcement, and consistent resource allocation. Leadership can catalyze a
shift from mere compliance to shared responsibility, aligning with RQ3 by illustrating how culture
and norms shape security attitudes at scale.
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3.5 User-Centric Security Design and Usability

Finally, a significant segment of literature in human—computer interaction (HCI) underscores that
usability is a cornerstone of cybersecurity compliance [37]. If multi-factor authentication or
password policies are excessively complex, users often circumvent them, creating fresh
vulnerabilities [38]. Conversely, user-centered designs minimize friction, automating secure tasks
wherever feasible [39]. The studies in Table 5 detail approaches to incorporate usability into
security features.

Table 5. Studies on User-Centric Design and Usability

Study Design Focus Key Insights Security Benefit

(Authors, Year)

Sasse & Flechais Usable Security Emphasizes designing systems that accommodate Reduces errors and increases
(2017) [40] human limitations rather than idealized users. acceptance of security controls.
Floréncio & Herley Attack Path Reveals a gap between typical user interactions and Encourages adaptive, context-aware
(2011) [41] Discrepancies actual attack vectors, suggesting misalignment. authentication methods.
Beautement et al. Compliance Finds that users have a limited “compliance Minimizes frustration and preserves
(2008) [42] Budget budget”—excessive friction drains their willingness user engagement in security tasks.
to comply.
Blythe & Coventry | Security Interfaces Suggests that tailoring interfaces to users’ expertise Improves usability and promotes
(2015) [43] levels enhances secure behavior. alignment with individual skill sets.

As these studies illustrate, security designs must be accessible, context-aware, and minimally
intrusive. These principles bridge the gap between user convenience and robust defense,
reinforcing that a careful blend of technical and psychological considerations leads to higher
compliance and fewer workarounds.

In summary, the literature reveals that cognitive biases, social engineering tactics, motivational
frameworks, organizational culture, and usability considerations collectively define the human
dimension of cybersecurity. The research points toward adaptive and user-centered solutions as
the most promising avenues for reconciling technical controls with actual user behaviors
addressing all three research questions and paving the way for further innovations in psyber
security.

4. Discussion of Gaps and Opportunities

The research consolidated in Section 3 underscores the multifaceted nature of psyber security,
merging insights from cognitive psychology, social engineering studies, motivational theories,
organizational behavior, and user-centric design. Despite this breadth, certain gaps and
opportunities persist. Many interventions produce short-term improvements, yet their long-term
sustainability and generalizability remain uncertain. Moreover, the ethical and privacy
implications of personalized, data-driven interventions warrant deeper scrutiny. This section
provides a structured evaluation of these challenges and potential avenues for advancing psyber
security.
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4.1 Gaps in Current Literature
4.1.1 Limited Longitudinal Research

While numerous studies document immediate gains in user compliance after awareness campaigns
or training sessions, longitudinal data is sparse [44]. For instance, certain training programs
demonstrate up to a 50% reduction in phishing click-through rates within a few weeks, but little is
known about whether these effects endure beyond three to six months. Researchers frequently
measure compliance in “snapshot” intervals, neglecting potential security fatigue or habituation
effects over time.

4.1.2 Cultural and Contextual Variability

Cybersecurity behaviors and perceptions can be strongly influenced by cultural norms,
organizational structures, and leadership styles [45], [46]. However, many studies rely on samples
from a single region or industry (e.g., Western corporate environments). This lack of cross-cultural
data hampers the applicability of recommended interventions in global or multi-branch
organizations. For instance, culturally based attitudes toward authority or privacy could
significantly modify how employees respond to social engineering attacks or mandatory security
policies.

4.1.3 Ethical and Privacy Concerns

Personalized and data-intensive approaches such as real-time behavioral nudges may increase
efficacy but also raise privacy and ethical dilemmas [47]. Questions arise regarding data
ownership, consent, and potential overreach if organizations constantly monitor user behavior.
Implementing transparent, user consented data collection can mitigate these concerns, yet
frameworks for balancing security imperatives with individual autonomy remain underdeveloped.

4.1.4 Lack of Adaptive and Personalized Training

A one-size-fits-all approach to cybersecurity education may not suffice in highly diverse or
evolving threat landscapes. Although research suggests that adaptive training systems in which
content evolves based on user performance or risk profiles could yield higher compliance, real
world examples remain limited [48]. Developing machine learning models that dynamically
tailored security prompts holds promise but requires robust datasets and consistent evaluation
metrics.

Table 6. Key Gaps Identified in Psyber-Security Literature

Gap Description Example
Reference
Limited Longitudinal There is a lack of studies examining the sustained effects of behavioral interventions [44]
Data over extended periods.
Cultural and Contextual Many studies are limited to a single region or industry, resulting in inadequate cross- [45], [46]
Variability cultural validation of training programs.
Ethical and Privacy Insufficient frameworks exist for managing data governance and obtaining informed [47]
Concerns consent in personalized, data-intensive interventions.
Lack of Adaptive Few real-world implementations of adaptive, context-aware training systems are [48]
Training available, limiting their long-term efficacy.

96



Identifying these gaps clarifies why promising interventions may stall when scaled across different
user populations or sustained over time. Addressing these limitations forms a critical next step in
refining the psyber security landscape.

4.2 Opportunities for Advancement

4.2.1 Emphasis on Long-Term Behavior Change
To overcome short-lived improvements, future research should embed longitudinal methodologies,
tracking user engagement and threat detection accuracy for at least 6 to 12 months post training.
Integrating booster sessions or refresher modules at regular intervals could bolster knowledge
retention. Researchers might also investigate the threshold at which additional training or repeated
phishing simulations become counterproductive due to fatigue.
4.2.2 Cross-Cultural and Sector-Specific Customization
As organizations expand globally, customizing cybersecurity interventions to local norms and
languages can significantly improve effectiveness [45]. This approach can be extended to different
sectors healthcare, finance, government each of which faces distinct regulatory and operational
constraints. Interdisciplinary teams (involving local cultural experts, HCI specialists, and
cybersecurity professionals) could develop and test context-specific training modules, gathering
comparative data to refine best practices.
4.2.3 Ethical Frameworks for Personalization
Appropriate ethical guidelines must accompany sophisticated methods of data-driven security.
Developing consent based models where employees explicitly opt in to certain forms of behavioral
monitoring could foster transparency and trust. Additionally, incorporating user feedback loops
allowing individuals to adjust or opt out of specific nudges might balance organizational security
goals with personal autonomy. Future work could explore how these frameworks affect user
attitudes, compliance, and the overarching security climate [47].
4.2.4 AI-Driven Adaptive Systems
Integrating machine learning could allow real-time adaptation of training content and security
prompts based on user behavior and threat intelligence. Systems might analyze user interaction
patterns to issue tailored nudges or highlight relevant scenarios, thereby improving the timeliness
and personal relevance of interventions [48]. Nonetheless, robust evaluation methods are necessary
to verify that adaptive algorithms do not inadvertently introduce biases or misclassifications that
compromise security and user trust.

Table 7. Potential Opportunities and Proposed Approaches

Opportunity Proposed Approaches Potential Benefits Reference
Long-Term Behavior - Implement longitudinal studies (6—12+ months) - Sustains high security awareness; [44]
Change and periodic refresher sessions mitigates training fatigue
Cross-Cultural - Develop localized training content and sector- - Enhances relevance and improves [45], [46]
Customization specific guidelines; conduct collaborative pilot user engagement across diverse
tests settings
Ethical Frameworks for - Design consent-based monitoring systems with - Builds trust and balances security [47]
Personalization transparent user feedback loops needs with individual privacy
Al-Driven Adaptive - Utilize ML-based user segmentation, real-time - Provides timely, personalized [48]
Systems risk scoring, and customized nudges interventions that adapt to evolving
threats
9
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Pursuing these opportunities could significantly extend the impact of psyber-security measures.
Longitudinal designs and cultural adaptations promise greater sustainability and global
applicability, while ethical frameworks and Al-driven personalization safeguard user trust and
adapt to emerging threats.

4.3 Synthesis and Path Forward

Taken together, the gaps and opportunities detailed above illustrate both the complexity and the
potential of psyber security. While there is growing consensus on the efficacy of user-centric and
behaviorally informed solutions, inconsistencies in duration, cultural reach, and ethical
governance still impede universal adoption. Closing these gaps requires collaboration among
cybersecurity experts, behavioral scientists, policy makers, and industry stakeholders. Establishing
rigorous long-term research, embracing cultural diversity, and formalizing ethical protocols for
personalization and data management emerge as top priorities. With these pillars in place, psyber
security can transition from promising pilot studies to sustained, scalable applications that
effectively counter ever evolving cyber threats while respecting user rights and contexts.

5. Conclusion and Future Directions

This paper has provided a comprehensive literature review on how psychological and behavioral
insights can be integrated into cybersecurity to address longstanding human vulnerabilities.
Organized around three key research questions, the review has examined the roles of cognitive
biases, social engineering, user motivation, organizational culture, and usability in shaping security
outcomes. In conclusion, the literature consistently demonstrates that targeted behavioral
interventions (e.g., nudges, gamification), scenario based training, and user centric design can
reduce susceptibility to social engineering and enhance policy compliance. However, the evidence
also highlights the fragility of these improvements, particularly under repeated exposure, cultural
shifts, or organizational inertia. Future work must investigate long term effectiveness, explore
cross-cultural generalizability, and refine ethical frameworks for personalizing interventions.
Ultimately, psyber security underscores that human factors are not peripheral but central to
effective cyber defense. By continuing to refine theoretical models, leverage adaptive
technologies, and cultivate supportive organizational cultures, cybersecurity practitioners can
ensure that technical mechanisms and human behaviors evolve in tandem resulting in resilient
defenses for an ever-changing threat landscape.
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Abstract

This paper explores a semester-long, project-driven approach to teaching Software
Requirements and Architecture, aligned with MSOE's Common Learning Outcomes
(CLOs), including Communication, Collaboration, Critical Thinking, Curiosity, and
Integrated Learning. Students work in teams to address real-world problems, iteratively
developing a comprehensive requirements document. Weekly assignments incorporate
stakeholder interviews, persona creation, use case modeling, and prototyping, fostering
both technical and professional skills. The iterative framework emphasizes critical
thinking, effective communication, and teamwork while refining system designs and
documentation. The course culminates in detailed requirements artifacts and a
professional presentation. This approach prepares students for industry challenges by
integrating technical expertise with essential soft skills, offering a replicable model for

engineering education.
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Introduction

In the evolving landscape of software engineering, professionals are increasingly
expected to balance technical expertise with critical non-technical skills such as
collaboration, communication, and critical thinking. Engineers must navigate complex
problem domains, gather requirements from diverse stakeholders, and synthesize
technical and user-centered perspectives into actionable designs. To prepare students for
these multifaceted demands, engineering education must provide not only technical
training but also opportunities to develop the professional competencies essential for
success in real-world environments.

This paper presents a semester-long, project-driven approach to teaching Software
Requirements and Architecture, designed to align with the Milwaukee School of
Engineering (MSO